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Abstract
In recent years there has beengrowing interest in the use of plasma technology for CO2

conversion. To improve this application, a good insight into the underlying mechanisms is of
great importance. This can be obtained from modelingthe detailed plasma chemistry in orderto
understand the chemical reaction pathways leading to CO2 conversion (either in pure form or
mixed with another gas). Moreover, in practice, several plasma reactor types are being
investigated for CO2 conversion, so in addition it is essential to be able to model these reactor
geometriesso thattheir design can be improved, andthe most energy efficient CO2 conversion
can be achieved. Modeling the detailed plasma chemistry of CO2 conversion in complex reactors
is, however, very time-consuming. This problem can be overcome by using a combination of
two different types of model:0D chemical reaction kinetics models are very suitable for
describing the detailed plasma chemistry, while the characteristic features of different reactor
geometries can be studied by 2D or 3D fluid models. In the first instancethe latter canbe
developed in argon or heliumwith a simple chemistryto limit the calculation time; however,the
ultimate aim is to implement the more complex CO2 chemistry in these models. In the present
paper, examples will be given of both the 0D plasma chemistry models and the 2D and 3D fluid
models for the most common plasma reactors used for CO2 conversion in orderto emphasize the
complementarity of both approaches. Furthermore, based on the modeling insights, the paper
discusses the possibilities and limitations of plasma-based CO2 conversion indifferent types of
plasma reactors, as well aswhat isneeded to make further progress in this field.

Keywords: plasma modeling, plasma chemistry, plasma reactors, CO2 conversion, 0D chemical
reaction kinetics modeling, fluid modeling

1. Introduction

Global warming is one of the major problems of the 21st
century. To solve this problem, the atmospheric CO2 con-
centration needs to be drastically reduced. Several initiatives
are being undertaken, such as reducingCO2 emissionsby
increasing the overall energy efficiency of various processes,

using more sustainable energy sources instead of burning
fossil fuels, andalso using carbon capture and storage (CCS)
or utilization (CCU), for example. The latter technique is
particularly interesting, because the CO2 can be converted
into value-added chemicals, which can be used as feedstock
for the chemical industry or as renewable fuels. This con-
version might thus simultaneously be able to solve two
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important problems, namelyglobal warmingandalso our
dependence on fossil feedstocks for transport, energy and as
building blocks in the chemical industry. Furthermore, turn-
ing a waste product like CO2 into new feedstock fits into the
framework of green chemistry and also complies with the
revolutionary ‘cradle-to-cradle’ principle [1].

A lot of research is being done on energy-efficient con-
version technologies, such as thermal catalysis, electro-
catalysis, photocatalysis, bioelectrocatalysis, etc (e.g.[2–4]).
In recent years, there hasalso been growing interest
inplasma and plasma catalysis as a possible energy-efficient
alternative, because the conversion can proceed inmild
reaction conditions. Indeed, the gas does not have to be
heated as a whole, because the electrons can activate the gas
by electron impact excitation, dissociation and ionization.
Moreover, as plasma can easily be switched on/off, it also
has great potential for the temporary storage of excess
renewable energy during peak production. Thus, plasma
technology can contribute to the solution for a third major
problem of the 21st century—namelythe integration of
intermittent renewable energy into the existing electricity grid
—and thusprovide a solution for the current imbalance
between the supply and demand forenergy, by usingexcess
renewable energy for the conversion of CO2 into new fuels.

However, more basic research is still essential before
plasma technology can be successfully applied tothis appli-
cation. This is possible through experiments, but also by
modeling the plasma chemistry for CO2 conversion and by
modeling the plasma reactors typically used for this purpose.

The most commonly used plasma reactor types for CO2

conversion are (packed-bed) dielectric barrier discharges
(DBDs) [5–18], microwave (MW) plasmas [19–24] and low-
current non-thermal gliding arc (GA) discharges [25–33]—
although ns-pulsed [34] and spark discharges [35–37] have
also been employed. There is a clear need for more detailed
modeling of these plasma reactor types in orderto reveal their
characteristic featuresandbetter understand how these fea-
tures affect their energy efficiency. Indeed, the energy effi-
ciency of CO2 conversion is one of the major criteria in the
search for optimal plasma reactor design. Until now, the
highest energy efficiency that has been reportedisup to
90%for an MW plasma[19], but it is important to realize
that this was obtained under very specific conditions,
namely,supersonic gas flow and reduced pressure (∼100–
200 Torr), while anincrease ofthe pressure to 1 atm, which is
desirable for industrial applications, causessignificantly
lower energy efficiency ofaround 40% at normal flow
conditions [37]. Moreover, such high values have not yet
been reproduced since then. The highest energy efficiency
reported more recently for an MW plasma is55% [22],
but this was again at reduced pressure and supersonic
flow. Furthermore, an energy efficiency of 50% was
recentlyobtained for an MW plasma at atmospheric pressure,
by applying a reverse vortex flow [23]. A GA plasma also
exhibits quitehigh energy efficiency,even at atmospheric
pressure, namelyaround 30%–35% for a conversion of about
10% in the case of CO2 splitting, as obtained in a reverse
vortex flow (RVF) GA [27, 33], and even around 60% for a

conversion of 8%–16%, for the dry reforming of methane
(DRM) [29]. Moreover, the combination of a GA plasma with
catalysts in a heat-insulated reactor has shown to yield a
dramatic rise in energy efficiency (up to 86%) with a CH4

conversion of 92% and a CO2 conversion of 23% [32]. The
energy efficiency of a DBD is more limited atup to 10% for a
CO2 conversion of 30% (e.g.[16]), but this value can be
improved by inserting(dielectric) packing into the reactor,
yielding a so-called packed-bed DBD reactor (e.g.[14, 18]).
Moreover, when the packing is catalytically active, this
enables the selective production of targeted compounds, in
so-called plasma catalysis (e.g.[7–9, 12, 13]). Furthermore, a
DBD reactor typically operates at atmospheric pressure and
has a very simple design, making it suitable for upscaling.
Therefore, it also has potential for industrial applications.

To investigate which reactor designs can lead to
improved CO2 conversion, 2D or even 3D fluid models are
probably the most suitable approaches, in terms of providing
acompromise between the level of detail and calculation
time. However, such fluid models still require a long calcul-
ation time, certainly in the case of complex geometries or gas
flow patterns (e.g.supersonic flow or reverse vortex flow),
which are of interest for improved CO2 conversion, as men-
tioned above. Therefore, to our knowledge, there exist no 2D
or 3D models yet for describing CO2 conversion. The fluid
models that have been developed up to now in theliterature
for the above types of plasma reactors are typically developed
for argon or helium, or sometimes for air, with limited
chemistry.

For packed-bed DBD reactors, different types of mod-
eling approaches can be found in the literature. Chang [38]
applied a 0D plasma chemistry model, simply predicting the
enhancement factor of the electric field in the voids between
the ferroelectric pellets from the ratio of the dielectric constant
of the pellets and the gas phase, while Takaki et al [39]
developed a simplified time-averaged 1D model for N2, based
on solving the transport equations and Poisson’s equation. Ya
et al [40] developed a 2D particle-in-cell/Monte Carlo col-
lision (PIC/MCC) model to describe the filamentary dis-
charge behavior in a parallel-plate packed-bed DBD reactor in
air. Furthermore, some 2D fluid modeling efforts have also
been reported. Kang et al [41] developed a 2D model of a
DBD reactor with two stacked ferroelectric beads inside,
studying the propagation of the microdischarges during the
first 20 ns, and describing the behavior of electrons and ions
by a set of fluid equations, althoughno plasma chemical
species were taken into account. Russ et al [42] applied a 2D
fluid model to simulate transient microdischarges in a packed-
bed DBD reactor filled with dry exhaust gas, but only
focusing on a short discharge (afew tens of nanoseconds).
Kushner and co-workers [43] recently presented 2D fluid
model simulations for a packed-bed reactor constructed out of
dielectric rodsin humid air, studyingthe mechanism of dis-
charge propagationin detail, while Van Laer et al [44, 45]
developed two complementary 2D fluid models to describe a
packed-bed DBD reactor in helium.

For MW plasmas, there exist a large number of modeling
approaches in the literature, atvarious levels of detail, and a
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recent overview was presented in [46]. Self-consistent 2D
fluid models, solving the Maxwell equations for the ele-
tromagnetic field and a set of plasma fluid equations,
assuming ambipolar diffusion, have been developed by van
Dijk, van der Mullen and co-workers [47–49] and by Graves,
Moisan and co-workers [50]. Some of these models were
applied to atmospheric pressure cylindrical (surfaguide or
surfatron) MW plasmas [48, 50], while others were applied to
intermediate pressure coaxial microwave discharges [49].
These models are very valuable, but they havenot been
applied in the context of CO2 conversion. Recently, a com-
parison between two fluid models, based on the coupled
solution of the species conservation equations and Poisson’s
equation (i.e. theso-called non-quasi-neutral approach) on the
one hand, and on a quasi-neutral approach on the other, was
presented at intermediate pressure—again for argon—but
with the intention ofextending it to CO2 [46]. Finally, Chen
et al showed calculated 2D electron density and electron
temperature profiles, again in an argon MW plasma obtained
by a quasi-neutral fluid approach, but in the context of cata-
lyst activation for CO2 decomposition [51].

For low-current non-thermal GA discharges (typically
near 1 A or below), some simple 1D analytical or semi-ana-
lytical models have been developed [52–57], such as the so-
called plasma string model [52] and the Elenbaas–Heller
model.Theseassumetheequilibrium plasma and the radius
of the plasma channel to be constant [53–55] or with a cor-
rection based on an analytical relation between the electric
field and the electron and gas temperatures for a non-equili-
brium plasma [56]. Some studies have also focused on the
calculation of theelectrical parameters of the discharge [57].
However, these simple models do not includedetailed
chemistry, and they cannot describe the complex behavior of
the GA, including unsteady behavior in time and space, arc
restrike, non-equilibrium effects, theeffects of flow patterns,
etc, so they inevitably cause a large deviation from the actual
situation. Recently, Gutsol and Gangoli presented a simple
2D model of a GA, in the plane parallel to the gas flow and
perpendicular to the discharge current, providing very useful
information about the gas–discharge interaction [58]. Within
our group, we have also developed a 2D non-quasi-neutral
fluid model to study the arc gliding process in an argon GA
[59], and we compared the glow and arc mode in this setup
[60]. Moreover, we also presented a 2D quasi-neutral model
[61], and this approach hasalso been applied in 3D modeling
for a classical (diverging electrode) GA [62] and anRVF GA
(also called a GA plasmatron:GAP) [63]. These models were
all developed for argon, but recently, we also presented a 0D
model [64] and a 1D model [65] for a GA in CO2, considering
the detailed plasma chemistry of CO2 conversion. Further-
more, Indarto et alalso presented a 0D model for a GA,
describing the chemistry of CH4 conversion [66, 67].

Describingdetailed plasma chemistry in 2D or 3D
models, with hundreds of species and chemical reactions, is
currently not yet feasible, as it would yield excessively long
calculation times. For this purpose, 0D plasma chemistry
modeling is much more suitableforelucidatingthe under-
lying chemical reaction pathways. In the 80s and 90s of the

previous century, some paperson CO2 plasma chemistry
modelinghad already beenpublished, albeit for applications
to CO2 lasers [68–70]. Furthermore, some papers studied the
vibrational kinetics of CO2 for gas flow applications, although
not with a focus on the plasma chemistry [71, 72]. Rusanov,
Fridman and Sholin were the first to develop a model for CO2

conversion in an MW plasma, based on particle and energy
conservation equations for the neutral species, as well as an
analytical description of the vibrational distribution function
[73]. This model was able to predictCO2 conversion and
energy efficiency in good agreement with the experimental
data, but it stilldid notinclude the full plasma chemistry with
charged species ora self-consistent calculation of the electron
density.

In the last two decades, a large number ofplasma
chemistry models have been developed in the literature, for
pure CO2 splitting [16, 64, 65, 74–89] andalso for
CH4 (which is of interest for hydrocarbon reforming)
[66, 67, 90, 91], as well as in various mixtures, such as
CO2/CH4 [92–104], CH4/O2 [104–110], CO2/H2O [111]
and CO2/H2 [7, 112]. Indeed, mixtures of CO2 with a
H-source gas—such as CH4, H2O or H2—are being investi-
gated in order to produce a variety of value-added chemicals,
such assyngas (aCO/H2 mixture), which can be used in
Fischer–Tropsch synthesis for the production of liquid
hydrocarbons. Moreover, the direct formation of oxygenates
and higher hydrocarbons by plasma technology is being
investigated as well. Furthermore, some papers have focused
on modeling the plasma chemistry in CO2/N2 [113, 114] or
CH4/N2 [115–120] mixtures. These mixtures are indeed of
great interest, because N2 is a major component in effluent
gases, and investigating these mixtures can reveal whether
toxic (NOx) compounds would be formed in the presence of
N2—or vice versa, whether this provides the potential for
N-fixation if sufficiently high concentrations of these com-
pounds canbe formed. It should be noted that most of the
above studies are based on 0D chemical kinetics models,
although some are based on 1D fluid modeling.

In the following, a brief description of both 0D chemical
kinetics modeling, applied to CO2 or CH4 conversion and the
above-mentioned mixtures, as well as 2D or 3D fluid mod-
eling approaches for the various plasma reactors of interest for
CO2 conversion, will be presented. Subsequently, some
typical modeling results will be illustrated, mainly from our
own work, but complemented bysome data from the litera-
ture. We will show that these modeling results can givemore
insights into the underlying mechanisms, andreveal the
possibilities and limitations for CO2 conversion (and its
mixtures) in various types of plasmas. Finally, in the con-
clusion, we will give an outlook of what is needed fromfu-
ture modelingto make further progress in this field, and we
will also make an assessment of the most suitable reactor and
reaction conditions for CO2 conversion, based on the mod-
eling insights presented in this paper. Finally, based on
these results, we will indicate whether plasma technology
can be competitive with other emerging CO2 conversion
technologies.
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2. Model description

2.1. Zero-dimensionalchemical kinetics modeling

As mentioned above, the most convenient way of study-
ingdetailed plasma chemistry isby means of 0D plasma
chemistry models, as they allowa large number of species to
be described, and incorporate a large number of chemical
reactionswith limited computational effort. A 0D chemical
kinetics model is based on solving the balance equations for
all thedensities of the species, based on the production and
loss rates, as defined by the chemical reactions:

n

t
a a k n

d

d
i

j
ij ij j

l
l
a2 1 lj

1

å = -{( ) }( ) ( )
( )

where aij
1( ) and aij

2( ) are the stoichiometric coefficients of
species i, onthe left- and right-hand side of a reaction j,
respectively, nl is the species density onthe left-hand side
of the reaction, and kj is the rate coefficient of reaction j
(see below).

Table 1 illustrates the species typically included in such
modelsforpure CO2 andpure CH4, as well as the extra species
included in CO2/CH4, CO2/H2O, CO2/H2andCH4/O2 gas
mixtures, and in CO2/N2 and CH4/N2 mixtures. Note that the
same species can be included in the CO2/CH4, CO2/H2O, CO2/
H2 and CH4/O2 models, because these combinations indeed
yield the production of similar molecules. For the CO2/N2 and
CH4/N2 mixtures, again mostly the same species can be inclu-
ded in the model, but with some exceptions. Details of these
chemistries for the specific gas mixtures can be foundin
[16, 74–76, 100–102, 104, 111–114, 120].

As the vibrational levels of CO2 can play an important
role in energy-efficient CO2 conversion—at least in MW and
GA plasmas [121]—a lot of attention should be paid to a
detailed description of the vibrational kinetics of CO2, espe-
cially when modeling MW or GA conditions. This is espe-
cially true for the asymmetric stretch mode of CO2, because
the latter is considered as the most important channel for
dissociation [121]. Additionally, when modeling a CO2/N2

mixture in an MW or GA plasma, it is also important to
incorporate the N2 vibrational levels, which turn out to be

Table 1. An overview of the species typically included in plasma chemistry models for pure CO2, pure CH4, as well as extra species included
in CO2/CH4, CO2/H2O, CO2/H2 and CH4/O2 gas mixtures, and in CO2/N2 or CH4/N2 mixtures.

Molecules Charged species Radicals Excited species

Species of interest in pure CO2 models

CO2, CO CO ,2
+ CO ,4

+ CO+, C O ,2 2
+

C O ,2 3
+ C O ,2 4

+ C ,2
+ C+,

CO ,3
- CO4

-

C2O, C, C2 CO2(Va, Vb, Vc, Vd), CO2(V1-V21),
CO2(E1, E2), CO(V1-V10),
CO(E1-E4)

O2, O3 O+, O ,2
+ O ,4

+ O−, O ,2
-

O ,3
- O4

-
O O2(V1-V4), O2(E1-E2)

Electrons

Species of interest in pure CH4 models

CH4 CH ,5
+ CH ,4

+ CH ,3
+ CH ,2

+

CH+, C+
CH3, CH2, CH, C CH4

*

C2H6, C2H4, C2H2, C2 C H ,2 6
+ C H ,2 5

+ C H ,2 4
+ C H ,2 3

+

C H ,2 2
+ C2H

+, C2
+

C2H5, C2H3, C2H C2H6
*, C2H4

*, C2H2
*

C3H8, C3H6, C4H2 C3H7, C3H5 C3H8
*

H2 H ,3
+ H ,2

+ H+, H− H H2
*

Extra species typically included in CO2/CH4, CO2/H2O, CO2/H2 or CH4/O2 models

H2O, H2O2 H3O
+, H2O

+, OH+, OH− OH, HO2 H2O
*

CH2O, CH3OH, CH3OOH CHO, CH2OH, CH3O,
CH3O2

C2H5OH, C2H5OOH,
CH3CHO, CH2CO

CHCO, CH3CO, CH2CHO,
C2H5O, C2H5O2

Extra species typically included in CO2/N2 and/or CH4/N2 models

N2 N+, N ,2
+ N ,3

+ N4
+ N N2(V1-V14), N2(C u

3P ), N2(A
3

uS+),
N2(a′

1 ,uS-) N2(B g
3P ), N(2D), N(2P)

N2O, N2O3, N2O4, N2O5 NO+, N2O
+, NO ,2

+ NO−,
N2O

−, NO ,2
- NO ,3

- N O2 2
+

NO, NO2, NO3,

HCN, ONCN, C2N2 HCN+ H2CN, CN, NCO, NCN
NH3 NH ,4

+ NH ,3
+ NH ,2

+ NH+ NH2, NH NH3
*

N2H4, N2H2 N2H3, N2H

4
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important for populating the CO2 vibrational levels in an MW
plasma [113]. Furthermore,the CO vibrational levels are also
typically taken into account, up to level ten(see table 1).
They are, however, not so important at the conditions under
study, although the first levels of CO can have a minor
influence on the CO2 conversion. Besides, fourCO electro-
nically excited states are included in table 1, but they do
nothave much effect. Indeed, in the reduced chemistry model
that we developed for the MW plasma [85], we were able to
remove both the vibrationally and electronically excited states
of CO without affecting the results. On the other hand, the
vibrational levels of O2 are more important for studying the
CO2 conversion, since the dissociation of O2 creates an O
atom, which can react with another CO2 molecule, and thus
enhance the overall conversion. Therefore, some of the lowest
O2 vibrational levels with the highest population should also
be included in themodels for CO2 conversion, at least for an
MW and GA plasma. Of course, the higher the CO2 con-
version, the more CO and O2 are produced, and the more we
can expect these levels to have an influence on the results.

The vibrationally and electronically excited levels of
CO2, CO, O2 and N2, which are typically included in these
models, are indicated in table 1 with the symbols ‘V’ and ‘E’.
Details ofthese notations can be found in [75, 113]. For the
N2 electronically excited levels, the detailed notations are
given in table 1. Note that vibrationally excited levels might
also be important for the CH4, H2O and H2 molecules, when
modeling the CO2/CH4, CO2/H2O, CO2/H2 and CH4/O2

mixtures in an MW or GA plasma. However,to our knowl-
edge, such models have not yet been developed in the lit-
erature, and these mixtures have only been described up to
now for a DBD plasma, where the vibrational levels are
considered to be of minor importance [121]. For this reason,
and to avoidmajor complexity in the chemical description, no
vibrational levels of CH4, H2O or H2have beenincluded up
to now in the existing models in the literature, and the CO2,
CO and O2 vibrational levels havealso been disregarded in
these mixtures in theDBD plasma, to reduce the complexity
and calculation time. However, a variety of higher order
hydrocarbons and oxygenates were included in these models,
to elucidate whether such value-added chemicals can be
formed in these gas mixtures. The exact list of plasma species
included in each of the modelscan differ slightly, and the
same is true for their chemical reactions (i.e.electron–neutral,
electron–ion, ion–ion, ion–neutral and neutral–neutral reac-
tions) and the corresponding rate coefficients. Details ofthese
chemical reactions canbe found in the references cited above.

The above balance equations for thedensities of all the
speciesonly account for the timevariations, thus neglecting
the spatial variations due to transport in the plasma (e.g.
diffusion). Nevertheless, spatial variations in the plasma can
also be included in such 0D models, by imposing a certain
input power or gas temperature as a function of time. In this
way, we can, for instance, account for the occurrence of
microdischarge filaments in a DBD reactor, through which
the gas molecules will pass when flowing through it, by
applying a number of pulses as a function of time. This
isillustrated in [74, 101, 122], for example. Likewise, the

power deposition in an MW plasma ismaximum at the
position of the waveguide, which can also be accounted
forby means of a temporal profile. Indeed, we can translate
the timevariation into a spatial variation in the reactor, by
means of the gas flow rate. In other words, the plasma reactors
are considered as a plug flow reactor, where the plasma
characteristics vary as a function of the distance traveled by
the gas, in the same way as they would vary in time in a batch
reactor. The time in the balance equations thus corresponds to
theresidence time of the gas in the reactor.

Next to the densities of the species, a 0D plasma chem-
istry model typically also calculates the average electron
energy by means of an energy balance equation, again with
energy source and loss terms, defined by the power deposition
(or electric field) and the chemical reactions. From the aver-
age electron energy, the energy-dependent rate coefficients of
the electron processes can then be determined, while the rate
coefficients of the chemical reactions between the neutral
species or ions are typically adopted from the literature.

In our 0D models, the balance equations for thedensities
of the speciesare coupled to the solution of the Boltzmann
equation (Bolsig+), which calculates the electron energy
distribution function (EEDF) and the rate coefficients of all
the electron impact reactions as a function of the electron
energy. However, the Bolsig+ code is not called during every
timestep, so the EEDF is not updated each time, but only
when certain plasma quantities (e.g.the gas temperature, the
reduced electric field, the electron number density or the
number density of any other species, as defined by the user)
have changed by more than a certain factor, as also defined by
the user. A more detailed description of the free electron
kinetics in CO2 plasma is provided in [78–83], where a state-
to-state vibrational kinetic model isself-consistently coupled
to atime-dependent electron Boltzmann equation. Note that
when the EEDF is calculated with a Boltzmann solver, there
is, strictly speaking, no need to solve the electron energy
balance equation as well, because the electron impact rate
coefficients can also be directly adopted from the Boltzmann
solver when cross section data is available, and the electron
temperature is obtained from T ,e e

2

3
e= where εe is the mean

electron energy.
From thecalculated densities of the plasma speciesat the

beginning and the end of the simulations, corresponding to
the inlet and outlet of the plasma reactor, the gas conversion,
the product yields and selectivities can be obtained from the
0D models. Furthermore, based on the power introduced
intothe plasma and the gas flow rate, the specific energy
input (SEI) can be computed, and from the latter, the energy
efficiency (η) can be obtained with the following formulas:
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where ΔHR is the reaction enthalpy of the reaction being
studied(e.g.279.8 kJ mol−1 for CO2 splitting) and XCO2

is
the CO2 conversion. Note that the latter formula is applicable
to pure CO2 splitting. A very similar formula is applied to the
other gas mixtures as well, but using another reaction
enthalpy and accounting not only for the CO2 conversion, but
also for the conversion of the other gas(es) in the mixture.

The SEI can be expressed in kJl−1, as indicated in the
above formula, but it is also often expressed in Jcm−3

(1 kJ l−1=1 J cm−3), or in eV/molec, using the following
conversion (at atmospheric pressure and room temperature):

SEI
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2.2. Two-dimensionalor three-dimensionalfluid modeling

Although 0D chemical kinetics models are the most suitable
approach for describing detailed plasma chemistry, and some
spatial dependenceof the plasma reactors can be taken into
account as explained above, they cannot really account for
thedetails in the reactor configuration, nor predict how
modifications to the reactor geometry would give rise to better
CO2 conversion and energy efficiency. For this purpose, 2D
or even 3D models are required.

As mentioned in the introduction, to our knowledge,
there exist no 2D or 3D models yet for CO2 conversion,
because of the extensive computational cost, but some 2D and
even 3D fluid models exist in the literature for the reactors of
interest for CO2 conversion, but mostly for helium or argon
and with simplified chemistry. In recent years, we also
developed such fluid models in helium or argon, and they
give some insight into the effect of reactor design on the gas
flow behavior and plasma characteristics. It is our purpose,
however, to extend these models to CO2and its mixtures with
the other gases mentioned above. In this paper, we show some
characteristic results of these plasma reactor modeling efforts,
in argon or helium, as well as the first results when extending
such models to CO2. In the following paragraphs, we give
some more detail on the fluid models that we developed for a
packed-bed DBD, MW and GA plasma.

The fluid models used to describe the plasma behavior in
these reactors consist of solving conservation equations for
the densities of the various plasma species and for the average
electron energy. The energy of the other plasma species is
assumed to be in thermal equilibrium with the gas. The
conservation equations for the species densities are again
based on source and loss terms, defined by the chemical
reactions, like in the 0D models. The source of the electron
energy is due to heating by the electric field, and the energy
loss is again dictated by collisions. In addition, transport is
now also included in the conservation equations, andit is
defined by diffusion and by migration in the electric field (for

the charged species). Furthermore, in the MW and GA plasma
reactors, transport by convection due to the gas velocity (see
below) is taken into account as well.

These conservation equations are coupled with the
Poisson equation for a self-consistent calculation of the
electric field distribution from the charged species densities.
Moreover, for the GA reactor, we have also developed a more
simplified quasi-neutral (QN) model, as described below, in
order to further reduce the calculation time.

Finally, in the MW and GA models, the gas temperature
and the gas flow behavior are calculated with a heat transfer
equation and the Navier–Stokes equations, and in the GA
model, the cathode heat balance is also accounted for in the
so-called axisymmetric model (see below), to properly
describe the electron emission processes, which are very
important for an accurate description of the arc gliding pro-
cess, as explained in section 3.2 below. The fluid (plasma)
model and the models for gas flow and gas heating are
combined into a multiphysics model, where the calculated gas
velocity is inserted into the transport equations of the plasma
species, and the gas temperature determines the gas density
profile, and thus the chemical reaction rates.

These models are being developed with the COMSOL
Multiphysics Simulation Software. The specific features of
the models for the packed-bed DBD, MW and GA plasma
reactors are described below.

2.2.1. Packed-bed DBD reactor. A packed-bed DBD reactor
should, in principle, be described in 3Dto fully account for
the packing geometry. However, due to very fine mesh
requirements, which are inherent inthe packing geometry, the
calculation time in 3D, even with a simple chemistry, would
be over a few months with today’s computational powers.
Therefore, in order to approach the 3D geometry, we have
developed two different complementary axisymmetric 2D
fluid models, based on the3D unit cell of a closelypacked
DBD reactor, i.e.a so-called ‘contact point’ model and a
‘channel of voids’ model; see figure 1 [44]. Indeed, the
combination of these two models allowsthe two important
features of a packed-bed plasma reactor to be described,
namely,the contact between the beads, which enhances the
local electric field in the discharge due to polarization effects,
and the fact that the voids between the beads are connected,
allowing the plasma to travel from one side of the discharge
gap to the other. The first model accounts for two packing
beads, which are slightly larger than in the real (3D)
geometry, to allow them to be in direct contact with each
other, while the second model describes three packing beads,
with the same size as in reality, with a ‘channel of voids’ in
between them. The packing beads are treated as solid objects
in the model, with zero space charge and certain dielectric
properties inside the beads and charge accumulation on their
surface. These models were developed in helium, (i) because
of the simplified plasma chemistry, thus reducing the
calculation time, and (ii) because helium yields a
homogeneous discharge in a DBD, which is easier to
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describe with a fluid model. Details ofboth models and their
geometries can be found in [44].

2.2.2. MW plasma reactor. This model was developed for an
MW surfaguide discharge used for CO2 conversion [21, 123].
The plasma tube is a cylinder, but the MW power is inserted
from the waveguide at one side, so that the cylindrical
symmetry is lost. However, we calculated the electromagnetic
field distribution, based on the Maxwell equations, both in3D
geometry and in2D axisymmetric geometry, and the results
were the same, indicating that the 2D geometry gives a
reasonable approximation of the MW plasma reactor. A
schematic diagram of the 2D axisymmetric computational
domain is depicted in figure 2. We aim to develop this model
for a CO2 MW plasma, but we started to develop it for argon,
to limit the calculation time. Details about the model and the
exact equations solved can be found in [46].

2.2.3. Classical GA plasma. A classical GA plasma is an
auto-oscillating periodic discharge between two diverging,
flat electrodes. When applying a potential difference between
both electrodes, an arc plasma is formed at the narrowest gap,
which is dragged by the gas flow towards rising interelectrode
distance, until it is extinguished. At that moment the
discharge reignites itself at the shortest distance to start a
new cycle.

The GA thus also has an intrinsically 3D nature, but
again due to computational limitations, we started the model
development in 2D. To be more specific, we againdevelo-
pedtwo types of 2D models, as illustrated in figure 3,
namely(i) a 2D axisymmetric model between two circular
plates (figure 3(a)), considering a stationary, non-gliding arc,
but allowing the investigation of cathode heating (if
important), as well as cathode electron emission, and (ii) a
2D Cartesian model, to study the gliding arc mechanism,
including arc cooling due to arc extension as a result of the

gas flow and the interaction between consecutive arcs
(figure 3(b)). The latter model assumes the exact shape and
size of the electrodes, taken from an experimental geometry
[124], but assumes that they are infinite in the z-direction.
Thus, the arc created in this model does not have a quasi-
cylindrical shape, as in reality, butis an infinite slab. Again,
the combination of both models allowsthe basic mechanisms
of a GA plasma to be studied. These models are alsodeve-
loped in argonin the first instance. More details about the
geometries, the equations to be solved and the approximations
made in the model, can be found in [59, 60].

Figure 1. The3D unit cell of a packed-bed DBD reactor (left) and its 2D representations used in the ‘contact point’ model and ‘channel of
voids’ model (right). Reproduced from [44].© IOP Publishing Ltd. All rights reserved.

Figure 2. A schematic diagram of the MW surfaguide discharge,
assumed in the model, based on the setup used in [21, 123].
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The above model is quite time-consuming, even in 2D
and with a simple argon chemistry set. Indeed, it typically
runs for two weeks for a single arc cycle with the current
computational power. In order to be able to apply it in 3D,
and to extend it to the description of CO2 conversion, we also
developed a quasi-neutral (QN) model, as mentioned above,
again for the same 2D geometries depicted in figure 3 [61].
This QN model neglects the near-electrode regions andonly
treatsthe quasi-neutral bulk plasma. It does not solve the
Poisson equation, but calculates the ambipolar electric field
from the ion densities and the electron and ion diffusion
coefficients and mobilities. As a result, its calculation time is
a factor of fivelower than for the full, self-consistent fluid
model. We compared the electron and ion densities, the gas
temperature and the electric potential distributions, calculated
with both the QN model and the full model, and the results
are in quite good agreement, which justifies the use of this QN
model for studying the gliding arc column characteristics,
when no particular attentionneeds to be paid to the near-
electrode regions [61].

This QN model was fully coupled tothe gas flow model,
and extended to 3D [62]. As the QN model in 3D is still very
time-consuming, it can only be calculated for a very short
time, onthe order of 0.2 ms, within a reasonable calculation
time (on theorder of three days). However, it served to
validate the fully coupled 2D QN model [62].

Furthermore, this QN model was recently also extended
to CO2. A detailed chemical reaction set was applied, based
on the full chemistry set developed in [75, 76] (see table 1
above), but somewhat reduced to account only for the most
important species and reactions. In total, fivedifferent neutral

ground state species, twodifferent types of positive ions,
threedifferent types of negative ions and the electrons are
included, as well as all the CO2 vibrational levels, listed in
table 1 above, threeO2 vibrational levels and oneCO2

electronic level. Details of the species included in the model,
as well as their corresponding reactions, can be found in [65].
To keep the calculation time reasonable, this model was
developed in 1Din the first instance, considering only the
radial direction of the quasi-cylindrical arc discharge channel,
i.e.a transverse cross section of the plasma string along the
symmetry plane of the reactor, and excluding the longitudinal
direction of the plasma column [65]. However, the loss of
plasma species and heat in this simulation domain, as a result
of (i) the difference between the gas velocity and the gliding
arc velocity, and (ii) the elongation of the arc in a real (3D)
geometry due to the diverging electrodes (see figure 3(b)
above), was represented as a dilution of the arc by the
incoming background gas, and it was accounted for by means
of a so-called characteristic frequency of convective cooling,
as explained in detail in [60, 65].

As this chemistry set is still too extensive for a 2D model,
we have further reduced it by lumping the 21 vibrational
levels of the asymmetric stretch vibrational mode of CO2 into
a number of groups, based on the method developed in [85]
(see also section 3.2 below). The lumped models with either
one, twoor threegroups are able to reproduce the gliding arc
characteristics (i.e. thegas temperature, electron temperature
and electron density, as well as the CO2 conversion) very
well, but only the three-groupmodel canreproduce the
characteristic shape of the vibrational distribution function
(VDF) as well, as illustrated in [64]. The reason why the
lumped models with oneand twogroups can also reproduce
the CO2 conversion in the case studied in [65]—in spite of the
fact that they cannot reproduce the VDF—is because the tail
of the VDF does not affect the CO2 conversion very much
when the plasma becomes too thermal (high gas temperature).
Indeed, at these conditions, only the first vibrational levels are
important for the conversion, since there is no significant
overpopulation of the highly excited vibrational levels. On the
other hand, in the case of strong non-equilibrium, the shape of
the VDF significantly affects the CO2 conversion, because the
highly excited levels have a very high probability of
dissociation. The shape of the VDF does not significantly
influence the other quantities (i.e.gas temperature, electron
temperature and electron density), even in thecase of strong
non-equilibrium, because the population of the highly excited
vibrational levels is always much lower than the population of
the first levels at the conditions under study here. For these
quantities, it is, however, very important that the calculation is
fully self-consistent and that the energy is conserved.

More details about the lumping method will be given in
section 3.2 below. This level-lumping strategy opens
perspectives for modeling the CO2 conversion in a GA (or
MW) plasma by means of a 2D model.

2.2.4. Reverse vortex flow GA plasma. A classical GA
plasma, as described above, exhibits some disadvantages.

Figure 3. The geometries considered in the 2D models for the
classical GA plasma: (a) the2D axisymmetric model, and (b) the 2D
Cartesian model.
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Indeed, the flat 2D electrode geometry makes it less
compatible with industrial systems, and the gas conversion
is non-uniform because a considerable fraction of the gas does
not pass through the active plasma region. Moreover, a high
gas flow rate is needed to drag the arc, so the gas residence
time is limited, which will limit the gas conversion. To
overcome these drawbacks, a 3D cylindrical GA plasma
reactor wasdeveloped, based on reverse vortex flow
stabilization [25, 27]. The gas flows into the reactor through
a tangential inlet and follows a vortex movement along the
walls. An arc is again formed between both electrodes, and
dragged with the tangential gas flow, thereby expanding until
it extinguishes, followed by a new cycle. The vortex motion
of the gas creates an isolating and cooling effect, and when it
reaches one end of the reactor (closed), it continues its
movement in the other direction, but with a smaller vortex
(due to loss of inertia) until it leaves the reactor at the other
end, where the outlet is located. Hence, this reverse vortex gas
flow mixes with the arc plasma, which will be concentrated in
the center. This characteristic feature seems to result in a more
energy-efficient CO2 conversion [27, 33].

To properly account for the vortex flow and gliding arc
behavior, this reverse vortex flow GA reactor must be
described with a 3D model. To limit the calculation time, we
have applied the QN model, as mentioned in a previous
section. The gas flow is modeled with the so-called k-ε
Reynolds-averaged Navier–Stokes (RANS) turbulent model.
A schematic picture of the reactor is illustrated in figure 4.
There are four tangential inlets in this setup. Details ofthe
reactor geometry, equations solved, assumptions and bound-
ary conditions of the modelcan be found in [63].

3. Results and discussion

3.1. Zero-dimensionalchemical kinetics modeling

As mentioned, chemical kinetics modeling is most suitable for
elucidating the underlying chemistry of the conversion pro-
cess, i.e.which pathways are important for which conditions
and in which type of plasma. This will be illustrated below,

mainly based on our own modeling results, complemented
with some results from the literature, for the different gas
(mixtures) of interest, i.e.pure CO2 splitting, pure CH4

conversion, as well as CO2/CH4, CH4/O2, CO2/H2 and
CO2/H2O mixtures. More details about the modeling results
in these mixtures—including the calculated conversions,
product yields and energy efficiencies—and comparison with
the experimental data, can be found in the original research
papers mentioned below, as well as in another recent review
paper [125], and will thus not be repeated here. Indeed, in this
paper, we will mainly focus on the reaction pathways in these
gas mixtures, and how these reaction pathways can explain
the differences in energy efficiency for the different reactor
types. However, we will show some more detailed calculation
results for a CO2/H2O DBD plasma, as well as formixtures
of CO2 or CH4 with N2, in terms of conversion, energy
efficiency and product formation, as these case studies were
not included in [125], and they allow us to demonstrate what
type of (other) information can be obtained from the models,
as well ashow plasma chemical modeling can give more
information on the underlying reaction pathways, which
might help to solve specific problems.

3.1.1. Pure CO2 splitting
3.1.1.1. DBD conditions. Figure 5 illustrates the dominant
reaction pathways for CO2 splitting in a DBD plasma, as
predicted from the model in [16]. A DBD is characterized by
relatively high reduced electric field values (i.e.typically above
200 Td), and thus relatively high electron energies (several eV),
and for this reason, electron impact reactions with CO2 ground
state molecules dominate the chemistry. This includes electron
impact dissociation into CO and O (which proceeds through an
electronically excited level of CO2, i.e.so-called electron
impact excitation–dissociation), electron impact ionization into
CO2

+ (which recombines with electrons or O2
- ions into CO

and O and/or O2), and electron dissociative attachment into
CO and O–(see the thick black arrow lines in the reaction
scheme of figure 5). Electron impact excitation–dissociation,
ionization and dissociative attachment contributeabout 50%,
25% and 25%, respectively, to the total CO2 conversion [74].
Because these processes require more energy than is strictly
neededfor breakingthe C=O bond (i.e.5.5 eV), the energy
efficiency for CO2 splitting in a DBD reactor is predicted to be
quite limited, i.e.up to a maximum of 10% for a conversion of
up to 30%, as also observed experimentally (see introduction).

The created CO molecules are relatively stable, but at a
long enough residence time, they can recombine with O− ions
or O atoms, to formCO2 again(see thin black arrow lines in
figure 5). These backward reactions explain why the CO2

conversion typically tends to saturate at long enough
residence times (corresponding to low gas flow rates). On
the other hand, the O atoms also recombine quickly into O2 or
O3. There are several reactions possible between O, O2 and
O3, also involving the O− and O2

- ions, as indicated by the
blue arrow lines in figure 5, and this will affect the balance
between the formation of O2 and O3 as stable products, as
explained in detail in [16].

Figure 4. A schematic diagram of the reverse vortex flow GA
reactor, illustrating the four inlets and the outlet. The radius of the
reactor is 6.35 mm; the radius of the outlet is 2 mm; the reactor
height is 5 mm.
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A crucial aspect in plasma chemistry modeling, in
general, is the accuracy of the input data, like the cross
sections and rate coefficients. This is also true for modeling
the plasma chemistry of CO2 conversion. More specifically,
there is some confusion in the literature about the most
accurate cross section for CO2 dissociation, as the latter
process is believed to proceed through electron impact
excitation, as mentioned above, but it is not clear from the
literature which excitation channels effectively lead to
dissociation. The various cross sections have beendiscussed
in detail in a recent paper [126]. Pietanza et al performed a
parametric evaluation, for a wide range of reduced electric
fields and vibrational temperatures, to compare the calculated
EEDF and the CO2 dissociation rates in pure CO2 plasmas,
using two different electron impact excitation–dissociation
cross sections—more specifically, the data from Phelps
[127–129]with a threshold of 7 eV, and thatof Cosby and
Helm [130]with a threshold of 12 eV. They reported
differences up to orders of magnitude, depending on the
reduced electric field assumed, and they advised usingthe
excitation cross section with a threshold of 7 eV reported by
Phelps as the dissociation channel, while considering the
process with the threshold of 10.5 eV as normal electronic
excitation [78–80].

Ponduri et al [77] developed a 1D fluid model, based on
a very similar plasma chemistry,as developed in our group
[74–76], to model the CO2 conversion in a DBD. When
assuming only electron impact dissociation based on
Itikawa’s cross section [131], their calculated CO2 conversion
was about one order of magnitude lower than the exper-
imental values, obtained in a wide range of specific energy

input (SEI), as illustrated in figure 6. On the other hand, when
also including the excitation cross sections with thresholds of
7 eV and 10.5 eV reported by Phelps for the dissociation
process, their calculated CO2 conversion was too high.
Finally, when only including the dissociation cross section of
Itikawa and the excitation cross section with the 7 eV
threshold for the dissociation process, reasonable agreement

Figure 5. The dominant reaction pathways of CO2 splitting and the further reactions between O, O2 and O3 in a DBD plasma, as obtained
from the model in [16]. The thick black arrow lines represent the most important reactions for CO2 splitting (mostly attributed to electron
impact collisions). The thin black arrow lines point towards the opposite reactions, i.e. therecombination of CO with either O–or O, into
CO2. The blue arrow lines indicate the conversions between O, O2 and O3.

Figure 6. Calculated CO2 conversion as a function of the specific
energy input (SEI) for various residence times (70, 230 and 800 ms),
as obtained from the model in [77], considering only electron impact
dissociation according to the Itikawa cross section (full symbols) and
also considering the Phelps cross section with a threshold of 7 eV
(open symbols), and a comparison with the experimental data of
[132]. Reproduced from [77], with the permission of AIP
Publishing.
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with the experiments was reached, although the calculated
CO2 conversion was overestimated by a factor oftwo(see
figure 6).

In [122] we also investigated the effect of various
dissociation cross sections on the CO2 conversion, andcame
to similar conclusions. The cross sections proposed by
Itikawa [131], as well as those by Polak and Slovetsky
[133], both underestimate the CO2 conversion, while the data
reported by Phelps with athreshold of 7 eV and 10.5 eV yield
a CO2 conversion that is only slightly lower than the
experimental data, althoughthe sum of both cross sections
overestimated the values [122]. This indicates that these cross
sections most probably also include other excitation channels,
not leading to dissociation.

Because of the complex plasma chemistry and the
uncertainties of some of the assumptions made in the models,
as well as possible uncertainties in the experimental data, it is
not possible to draw final conclusions on which cross section
is the most realistic, but we believe that the Phelps cross
section with a 7 eV threshold should give rise to dissociation,
as well as a certain fraction of the Phelps cross section with
the 10.5 eV threshold. However, more detailed investigations
on the CO2 electron impact excitation–dissociation cross
sections, either through measurements or quantum chemical
calculations, are crucially needed to elucidateexactly which
excitation channelslead to dissociation. As long as this is not
known, we propose that future modeling studies may use the
Phelps 7 eV cross section, keeping in mind that it might
neglect some additional dissociation channels (probably
associated with the 10.5 eV threshold), and thus it might
underestimatethe actual CO2 conversionto some extent.

3.1.1.2. MW and GA conditions. While at typical DBD
conditions, our calculations predict that about94% of the CO2

splitting is achieved from the ground state, and only∼6% occurs
from the vibrationally excited levels [74], the situation is
completely different in an MW or GA plasma. Indeed, these
plasma types are characterized by much lower reduced electric
field values (onthe order of 50–100 Td), creating lower electron
energies (on theorder of 1 eV), and thus the CO2 splitting is
mainly induced by electron impact vibrational excitation of the
lowest vibrational levels, followed by vibrational–vibrational
(VV) collisions, gradually populating the higher vibrational
levels, leading to dissociation of CO2. This stepwise vibrational
excitation, or so-called ‘ladder-climbing’ process, is illustrated in
figure 7. This process only requires 5.5 eV for dissociation,
i.e.exactly the C=O bond energy, while the dominant process
in a DBD, i.e.electron impact dissociation, requires 7–10 eV, as
it proceeds through a dissociative electronically excited level of
CO2, as explained above, and as is clear from figure 7. This
‘waste of energy’ explains the lower energy efficiency in a DBD
plasma versusanMW or GA plasma, as mentioned in the
introduction.

It should, however, be mentioned that the vibrational
excitation pathway is not always optimized in an MW or GA
plasma. Indeed, the vibrational excitation is higher at lower
pressures and higher power densities in an MW plasma, as

illustrated in detail in [88]. A higher power density gives rise
to higher electron densities, which yield more vibrational
excitation. Higher pressures, however, result in more
vibrational–translational (VT) relaxation processes, so that
the vibrational energy is lost again more quickly.The gas
temperature alsoplays a crucial role. A higher gas temper-
ature also results in more pronounced VT relaxation, so that
the vibrational levels thermalize faster. Thus, our model
predicts that in an MW plasma at high pressure (e.g.1 atm),
the dissociation is too much determinedby the thermal
processes, thus limiting the CO2 conversion and energy
efficiency, as also experimentally observed. Furthermore, the
recombination of CO and O atoms also becomes gradually
more and more important at high gas temperature and
pressures—as illustrated in [88]—further explaining why the
experimental CO2 conversion and energy efficiency drop
upon increasing pressure. The main processes occurring in the
MW plasma in the two extreme cases, namely,on the one
hand, the ideal non-equilibrium conditions of low pressure
andtemperature as well ashigh power densities, and on the
other hand, the near-thermal conditions of high pressure and
temperature, are summarized in figure 8. The model predicts a
maximum CO2 conversion of about 20% at an energy
efficiency of 30% in a pressure range of 200–300 mbar [88],
and we expectthese valuestobe enhanced further if the non-
equilibrium conditions can be further exploited, while at
atmospheric pressure, innear-thermal conditions, the CO2

conversion and energy efficiency drop till about 7% and 15%,
respectively [88]. Hence, it is clear that we should exploitthe
non-equilibrium character of an MW plasma as much as
possible, where the higher vibrational levels of CO2 are

Figure 7. A schematic illustration of some CO2 electronic and
vibrational levels, illustrating the energy efficient dissociation
process through electron impact vibrational excitation, followed by
vibrational–vibrational collisions, which gradually populate the
higher vibrational levels, i.e. theso-called ladder climbing (red
curve: 5.5 eV), compared to direct dissociation through electronic
excitation (green arrow line: 7–10 eV).
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overpopulated, as this is important for energy-efficient CO2

conversion. To realize this, it is thus beneficial to work at
reduced pressure, and at the same time at sufficiently high
power densities, while keeping the gas temperature under
control [88].

Likewise, also in a GA plasma, our models predict that
the CO2 conversion canbe further enhancedby more
exploitingthe role of the higher vibrational levels of CO2.
Indeed, the major dissociation process intypical GA condi-
tions appears to be electron impact dissociation of the lower
CO2 vibrational levels, because the vibrational distribution
function (VDF) is toothermal, i.e.there is no significant

overpopulation of the higher CO2 vibrational levels. This was
predicted both in theclassical GA [64] as well as in theRVF
GA, where at high temperatures (∼2500K–3000 K) the CO2

dissociationproceeds mainly from the ground state, as
obtained by the model [33]. Indeed, the models reveal that
reactions of the higher vibrational levels with heavy particles
(i.e.either O atoms or any arbitrary molecules in the plasma),
which would be the most energy-efficient process for CO2

conversion, are of minor importance in both the classical and
RVF GA instandard conditions. Just like in the MW plasma,
the model predicts that a significant overpopulation of the
VDF, and thus a more energy efficient CO2 conversion,can

Figure 8. The dominant reaction pathways of CO2 splitting in an MW plasma, as obtained from the model in [88], for two extreme cases: (a)
the ideal non-equilibrium conditions of low pressure and temperature as well ashigh power densities, and (b) the near-thermal condition of
high pressure and temperature.
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be realized by decreasing the temperature or by increasing the
power density [64].

This is schematically illustrated in figure 9: the predicted
CO2 conversion and energy efficiency are about 7% and 30%
inthe standard conditions of the model (i.e. anassumed gas
temperature inside the arc of 1200 K, apower density of
3.6×104W cm−3, and assuming that 20% of the gas can
pass through the arc) [64], butaccordingto the model these
values can be significantly improvedto a conversion of
nearly 20% and a corresponding energy efficiency of up to
80%–100%, when either the gas temperature in the arc is
reduced to 1000 K, or the power density rises to 4.6×
104W cm−3, or when the backward (recombination) reaction
is removed from the model. Furthermore, if the gas fraction
that can pass through the arc zone couldbe enhanced—for
instance by inducing a difference in gas flow velocity and arc
gliding velocity (see below)—both the conversion and energy
efficiency would also increase, provided that the larger treated
gas fraction can compensate for the reduced processing time
in each part of the treated gases.

3.1.2. Pure CH4 reforming. Besides CO2 splitting,reforming
CH4into higher hydrocarbons and H2 by means of plasma
technology is also of great interest. The dominant reaction
pathways in a DBD plasma, as predicted by the model in [91],
are illustrated in figure 10. Like in the case of CO2 splitting, the
CH4 conversion is initiated by electron impact dissociation
into CH3 radicals. The latter will recombine into higher
hydrocarbons, such as C2H6 and C3H8. These hydrocarbons, as
well as the CH4 itself, will also dissociate into H2 formation.
Moreover, various dissociation and recombination reactions

lead tootherunsaturated hydrocarbons. Details ofthe exact
reaction mechanisms can be found in [91].

3.1.3. CO2/CH4 mixture. Combining CO2 and CH4

conversion in a plasma leads to the formation of H2, CO,
higher hydrocarbons and oxygenates. The dominant
pathways, as predicted by the model in [104] are illustrated
in figure 11. The thickness of the lines corresponds to the
‘importance’ of the reaction. As illustrated above, CH4

dissociation is initiated by electron impact, forming CH3

radicals, which recombine into higher hydrocarbons.
Moreover, theelectron impact dissociation of CH4 and of
the higher hydrocarbons also yields H2 formation, like in the
case of the pure CH4 plasma (see above). However, in the
CO2/CH4 plasma, the CH3 radicals do not only create higher
hydrocarbons, but also methanol (CH3OH) and CH3O2

radicals, albeit to a lesserextent. Furthermore, the CH2

radicals, which are also created from the electron impact
dissociation of CH4, react with CO2 to form formaldehyde
(CH2O) and CO. Finally, the O atoms, created from the
electron impact dissociation of CO2 (see also figure 5 above),
also initiate the formation of higher oxygenates, like
acetaldehyde (CH3CHO), which reacts further into CH3CO
radicals, and the latter can be further converted into ketene
(CH2CO). However, these pathways are not so important in
absolute terms, as indicated by the thin dashed lines in
figure 11.

3.1.4. CH4/O2 mixture. To compare the chemistry in the
CO2/CH4 mixture, i.e. used for the dry reforming of methane,
with that of the partial oxidation of methane, i.e.a CH4/O2

mixture, we illustrate the reaction pathways of the latter
mixture in figure 12, as predicted again by the model in [104].
The thickness of the arrow lines is again correlated to the rate
of the net reactions. It is quite obvious that the CH4/O2

mixture leads to a completely different chemistry than the
CO2/CH4 mixture, in spite of the fact that the same chemical
species are included in the models (see table 1 above). The
electron impact dissociation of CH4 again leads to CH3

radicals, which will recombine into methanol or higher

Figure 9. The energy efficiency versusCO2 conversion in a classical
GA reactor, as calculated by the model of [64] for standard
conditions as assumed by the model, and improvements predicted by
the model, by either reducing the gas temperature in the arc from
1200 K to 1100 K and 1000 K (nos. 1 and 2, at apower density of
3.6×104 W cm−3), or increasing the power density (from
3.6×104 to 4.1×104 and 4.6×104 W cm−3 (nos. 3 and 4, at
Tg=1200 K) or by removing the backward (recombination)
reaction from the model (no. 5).

Figure 10. The dominant reaction pathways for the conversion of
CH4 into higher hydrocarbons and H2 in a DBD plasma, as obtained
from the model in [87]. The most important reactions are indicated
with a solid line, while the dashed lines represent the less important
reactions. [125] John Wiley & Sons. [© 2016 WILEY-VCH Verlag
GmbH & Co. KGaA, Weinheim].
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hydrocarbons. However, the recombination into CH3O2

radicals, which form either CH3O radicals or methyl
hydroperoxide (CH3OOH), is now more important. The

CH3O radicals produce methanol, which is obviously a more
important formation mechanism than the recombination of
CH3 with OH radicals (seethe arrow line thickness in

Figure 11. The dominant reaction pathways for the conversion of CH4 and CO2 into higher hydrocarbons, H2, CO and higher oxygenates, in
a 70/30 CH4/CO2 DBD plasma, as obtained from the model in [104]. The thickness of the arrow lines corresponds to the importance of the
reaction paths. [125] John Wiley & Sons. [© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim].

Figure 12. Dominant reaction pathways for the conversion of CH4 and O2 into (mainly) higher oxygenates, as well as some full oxidation
products, in a 70/30 CH4/O2 DBD plasma, as obtained from the model in [104]. The thickness of the arrow lines corresponds to the
importance of the reaction paths. [125] John Wiley & Sons. [© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim].
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figure 12), and methanol can also react further into CH2OH
radicals, producing formaldehyde. The latter is also easily
converted into CHO radicals, and further into CO (note the
thickness of these arrow lines, indicating the importance of
these reactions) and CO2. Furthermore, formaldehyde is also
partially converted into H2O. It is important to stress that this
pathway is illustrated for a 70/30 CH4/O2 mixture, which
obviously leads to thenearly full oxidation of CH4, rather
than partial oxidation, where the major end-products should
be the higher oxygenates. When less O2ispresent in the
mixture, our model predicts that methanol and methyl
hydroperoxide will beformed in nearly equal amounts as
CO and H2O [104].

As far as O2 is concerned, it is mainly converted into CO,
O atoms and HO2 radicals, as is clear from figure 12. Also,
some O3 is formed out of O2, but the reverse process—i.e.the
production of two O2 molecules out of O3 and O atoms—is
more important, explaining why the arrow points from O3

towards O2. The balance between O, O2 and O3isalso clear
from figure 5 above, and is explained in detail in [16].
Furthermore, the O atoms are converted into CH3O and OH
radicals, producing methanol and water, respectively. The
latter reaction (from OH to H2O) appears to be especially
important, as indicated bythe thick arrow line, and thus,
significant amounts of H2O are formed, as predicted by the
model [104].

In summary, the comparison between figures 11 and 12
clearly points out that the chemical pathways in a CH4/O2

and CH4/CO2 plasma are quite different, even at the same
mixing ratios. Furthermore, it is clear that in both mixtures a
large number of different chemical compounds can be
formed, but due to the reactivity of the plasma, there is no
selective production of some of the targeted compounds. To
reach the latter, the plasma will have to be combined with a
catalyst.

3.1.5. CO2/H2 mixture. Another possible candidate for the
production of value-added chemicals from CO2 is a CO2/H2

mixture. Figure 13 illustrates the dominant reaction pathways
for the conversion of CO2 and H2 in a 50/50 CO2/H2 DBD
plasma, as predicted by the model in [112]. Again, the
thickness of the arrow lines is proportional to the rates of the
net reactions. Like before, the conversion starts with the
electron impact dissociation of CO2, yielding CO and O
atoms.Occurring simultaneously, and much more pronounced,
is the electron impact dissociation of H2, resulting in the
formation of H atoms (seethe thickness of the arrow line). The
O and H atoms recombine into the formation of OH radicals,
and further into H2O. The model thus predicts that H2O will
beproduced at a relatively high density [112], which is not an
interesting product, in contrast toCO,for instance.

The CO molecules will partially react back into CO2,
mainly through the formation of CHO radicals. This pathway
appears to be more important than the direct three-body
recombination between CO and O atoms into CO2, which is
the dominant pathway in a pure CO2 plasma. The H atoms
thus contribute significantly to the back reaction of CO into
CO2, and this explains why the CO2 conversion is quite
limited in the CO2/H2 mixture, as predicted by the model
[112]. In addition, the electron impact dissociation of CO
results in the formation of C atoms, which react further into
CH, CH2, C2HO and CH3 radicals in several successive
radical recombination reactions. The CH2 radicals react with
CO2 inthe formation of CH2O, while the CH3 radicals easily
form CH4. The latter appears much more favored than the
formation of CH3OH out of CH3. Finally, CH4 partially reacts
further into higher hydrocarbons (CxHy).

It is thus clear from figure 13 that several subsequent
radical reactions are needed for the formation of (higher)
hydrocarbons and oxygenates, such as CH4, C2H6, CH2O and
CH3OH. This explains the very low yields and selectivities of

Figure 13. The dominant reaction pathways for the conversion of CO2 and H2 into various products, in a 50/50 CO2/H2 DBD plasma, as
obtained from the model in [112]. The thickness of the arrow lines corresponds to the rates of the net reactions. The stable molecules are
indicated with black rectangles. Reprinted with permission from [112]. Copyright (2016) American Chemical Society.
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these end products, as predicted by the model [112]. In
summary, the lack of direct formation of CH2 and CH3 in the
CO2/H2 mixture, which is important in CO2/CH4 gas
mixtures (see figure 11 and [104]), combined with the very
low conversion of CO2, which is again due to the absence of
CH2 as animportant collision partner for the loss of CO2,
seems to make the CO2/H2 mixture less interesting for the
formation of higher hydrocarbons and oxygenates than a
CO2/CH4 mixture inthe conditions under study. In addition,
H2 itself is a useful product, while CH4, besides being a fuel,
also greatly contributes to global warming;thus, the simulta-
neous conversion of CO2 and CH4wouldreduce the
concentration of two greenhouse gases. Furthermore, CO2/
CH4 mixtures are available from biomass installations, and
their simultaneous conversion is thereforeconsidered to be a
direct valorization of biogas. Thus, we may conclude that a
CO2/H2 DBD plasma (at least without catalysts) might not be
an optimal choice for CO2 conversion into value-added
chemicals.

3.1.6. CO2/H2O mixture. Finally, the cheapest and therefore
most interesting H-source that could be added to the CO2

plasma, in order to directly produce value-added chemicals,
like oxygenated hydrocarbons or syngas (H2/CO mixture) is
H2O. The combined conversion of CO2 and H2O would
mimic the natural photosynthesis process. However, it was
demonstratedby means of combined modeling and
experimentsthat when adding H2O (in concentrations of up
to 8%) to a CO2 DBD plasma, the CO2 conversion is reduced,
and only quite low CO2 and H2O conversions can be
obtained. More importantly, however, no oxygenated
hydrocarbons were detected in the experiments, and the
calculated concentrations were no higher than the
ppblevel [111].

Because the CO2 and H2O conversion, the H2/CO ratio,
and the other product selectivities were in very good
agreement between the model calculations and experiments
[111], the model was used to run simulations in a wider range
of H2O concentrations, which could not be realized in the
DBD setup used in [111]. Although extreme caution is
advised when extrapolating models outside their validated
range, previous experience with these plasma chemistries tells
us thatin general most behaviorand trends can indeed be
extrapolated to a somewhat wider range of conditions
[102, 114, 120]. This allows us to investigate whether the
same results can be expected in this wider range, and/or
whether certain products can be formed in larger amounts,
and thuswhether it would be worth pursuing these other
conditions experimentally.

Figure 14 illustrates the calculated CO2 and H2O
conversions, as well as the obtained H2/CO ratio, as a
function of the H2O concentration in the gas mixture, for a
wide range of SEI values. The CO2 conversion increases with
the SEI, as expected, and it drops with an increasing H2O
concentration over the entire range, although the initial drop
(from 0% to 10% H2O content) is most pronounced. This
result is thus similar to the observations made in [111].

The H2O conversion, however, shows some interesting
behavior: it exhibits different trends depending on the SEI.
For a low SEI of 5 and 10 J cm−3 the H2O conversion
increases with the SEI and decreases with an increasing H2O
content, while for an SEI of 100 and 250 J cm−3 the H2O
conversion increases upon rising H2O content. Moreover, at

Figure 14. CO2 (a) and H2O (b) conversion, and H2/CO ratio (c), as
a function of H2O content in a CO2/H2O DBD plasma, for different
values of SEI, as obtained with the model in [111].
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alow H2O content, the H2O conversion drops with an
increasing SEI, which is rather unexpected. The results at 25
and 50 Jcm–3 show intermediate behavior.

It seems thatwitha low H2O contentin the mixture and
low SEI values, increasing the SEI will lead to more H2O
conversion, as expected, but only until about 25 J cm−3, while
higher SEI values cause a drop in the H2O conversion. Our
model indeed reveals that an equilibrium in the chemistry is
reached, where the backward reactions (i.e.the recombination
of OH and H into H2O) start to become equally important as
the forward reactions (i.e.the splitting of H2O into OH and
H). This means that the conversion stops increasing and even
starts decreasing upon higher SEI values.

The H2/CO ratio, plotted in figure 14(c), increases
drastically with the H2O content, which is asexpected.
Moreover, it drops with an increasing SEI, as was also
reported in the literature [134]. This drop can be explained
infigures 14(a) and(b), because the CO2 conversion keeps
on increasing with the SEI, while the H2O conversion starts to
saturate with an increasing SEI—oreven drops with the SEI
at a low H2O content. As CO is formed out of the CO2

conversion, while H2 is created from the H2O conversion, it is
quite logical that the H2/CO ratio shoulddropwith aris-
ing SEI.

As illustrated in figure 14(c), the H2/CO ratio varies
between 0.0076 (at low H2O contentand a high SEI value of
250 J cm−3) and 8.6 (for the highest H2O content of 90% and
an SEI value of 5 Jcm−3). Thus, it is clear that plasma
technology allows for a process with an easily controllable
H2/CO ratio, and that the ratio can be controlled in two ways,
i.e.usingboth the H2O content and the SEI value. The high
H2/CO ratio obtained at a high H2O contentand low SEI
values is important for applications, as this mixture might be
directly used in Fischer−Tropsch synthesis for the production
of liquid hydrocarbons, and it might also be suitable for
methanol synthesis. Thus, even if no direct methanol (or other
oxygenated hydrocarbon) formation is possible in the plasma,
the H2/CO ratio obtained might be useful for valorization
purposes.

With respect to the formation of other products, our
model predicts that besides the syngas components (CO and
H2), O2will bethe main product of the CO2/H2O mixture, as
was also observed in [111], and that again no oxygenated
hydrocarbons will beformed—at least not in concentrations
above 20 ppm. However, the production of H2O2 increases
significantly with arising SEI and H2O content in the
mixture, reaching concentrations between 300 ppm and 2.2%,
depending on the SEI and H2O content.

The (O-based and H-based) selectivity of the major
products is plotted in figure 15, as a function of H2O content
and for three different SEI values. The results at an SEI of 5
and 25 J cm−3 are very similar (seefigures 15(a) and(b)). At
25 J cm−3, the O2 selectivity increases slightly from 50% to
57% when adding up to 50% H2O and then decreases slightly
again to 46%. The CO selectivity, on the other hand, exhibits
a continuous drop from 48% to 9% upon rising H2O content,
which is logical, because of the lower CO2 content in the gas
mixture. This drop in CO selectivity is balanced by the (O-

based) H2O2 selectivity, which increases at the same time
from 1% to 45%, for a H2O contentrising from 10% to 90%,
which is again logical. The H-based selectivity for H2O2 also
generally rises with an increasing H2O content, although the
effect is not aspronounced as for the O-based selectivity,
with an initial drop from 9% to 8% (up to a 25% H2O
content), followed by a rise to 27%. The reason that the effect
is less pronounced is because the other product (H2) also
originates fromH2O splitting. Indeed, the behavior of the
H-based selectivity towards H2O2 is mirrored by the

Figure 15. O-based (black symbols, left axis) and H-based (red
symbols, right axis) selectivity of the major products, as a function
of H2O content in the mixture, for an SEI value of 5 J cm−3 (a),
25 J cm−3 (b) and 250 J cm−3 (c).

17

Plasma Sources Sci. Technol. 26 (2017) 063001 Topical Review



selectivity towards H2, which first increases from 91% to
92%, followed by a drop to 73%. At 5 Jcm−3, the results are
almost the same, with only slight differences in the absolute
values.

At 250 J cm−3, the trends forO-based selectivity are also
similar (see figure 15(c)), although the CO selectivity is
somewhat higher and the H2O2 selectivity is somewhat lower
than at the lower SEI values. The H-based selectivity,
however, is clearly different, with an increasing H2 selectivity
and a decreasing H2O2 selectivity upon rising H2O content,
which is opposite to the trends observed at lower SEI values.
This illustrates that the H2O chemistry seems to undergo
drastic changes with increasing SEI, due to the equilibrium
reached between H2O splitting and formation, as could also
be deduced from the H2O conversion plotted in figure 14(b)
above. With alow H2O content in the mixture, the H2O2

selectivity is 40%, but it drops to 25% at high H2O content.
Combining these (O-based and H-based) H2O2 selectivities
with the conversions of H2O and CO2 plotted in figure 14
above, tells us that significant yields of H2O2 can be formed,
up to the percentagerange, as mentioned above.

As good agreement was obtained between the model and
experiments in the range of H2O concentrations investigated
experimentally, we believe that the model gives a realistic
description of the underlying chemistry. Hence, we can try to
explain the trends observed here, by means of a kinetic
analysis of the reaction chemistry, as revealed by the model.
The model predicts that the CO radicals, formed out of CO2

splitting, quickly react with the OH radicals, created out of
H2O splitting, yielding H atoms and CO2. Furthermore, these
H atoms and the ones originating from the H2O splitting, react
back into H2O through a number of steps, involving O, O2,
HO2 and OH (see details in [111]). These reactions explain
why the H2O conversion is limited to a maximum of 10% (see
figure 14(b)), because an equilibrium is reached between H2O
splitting and formation, as also mentioned above. More
importantly, it also explains why the CO2 conversion is
reduced upon the addition of H2O in the mixture (see
figure 14(a)). Note that this drop in CO2 conversion is
remarkable, because in general, a rise in (absolute) CO2

conversion is found upon the addition of another gas, such as
N2 [113, 114], He [6, 17] or Ar [17].

Moreover, the kinetic analysis clarifies why no oxyge-
nated hydrocarbons are formed in the CO2/H2O mixture.
Indeed, the H atoms react with O into OH and subsequently
into H2O, as indicated above, instead of forming CH and
CHO fragments, which are essential forcreatingmethanol
and other oxygenated hydrocarbons, for example. Therefore,
the plasma chemistry model indicates that H2O might not be a
suitable H-source for the direct formation of oxygenated
hydrocarbons, because of the abundance of O atoms, O2

molecules and OH radicals in the plasma, trapping the H
atoms. We believe that a catalyst will be needed in order to
produce significant amounts of oxygenated hydrocarbons in a
CO2/H2O plasma, and more specifically a catalyst (or
catalytic system) that is able to (i) scavenge the O atoms,
so that the H atoms can recombine into H2, before they react
with O atoms into OH and H2O, and (ii) transform the H2

together with CO into methanol, before CO recombines with
OH into CO2.

Finally, the kinetic analysis also reveals why H2O2 is
formed in larger amounts with ahigher H2O contentin the
mixture, because the OH radicals (as well as the HO2 radicals)
formed from H2O splitting, will easily recombine into H2O2.
A summary of the reaction pathways in the CO2/H2O mixture
is given in figure 16. A more detailed explanation about the
mechanisms can be found in [111]).

We can conclude thatalthough a CO2/H2O plasma
might not be suitable for the direct formation of oxygenated
hydrocarbons, it seems to be able to produce H2/CO ratios in
a wide range between 0.0076 and 8.6, and this ratio can be
controlled by the H2O content in the mixture and the SEI
value. Furthermore,significant amounts of H2O2, up the
percentagerange, can also be formed. The latter caneasily be
separated by condensation, together with water, and used as a
disinfectant or for biomedical purposes.

3.1.7. CO2/N2 mixture. Real industrial gas flows typically do
not contain pure CO2, but they are a mixture consisting of
other gases and impurities. In most cases, N2 is the most
important component [3]. Therefore, it is of great interest to
investigate how the CO2 conversion and energy efficiency are
affected in the presence of N2, and moreover, which products
(e.g.useful products or harmful NOx compounds) would be
formed in this gas mixture. To answer these questions,
modeling can again be very valuable. Therefore, a model was
developed for a CO2/N2 mixture, and validated by
experiments, both for an MW plasma [113] and for a DBD
plasma [114], in order to compare both setups in terms of
conversion and energy efficiency, as well as in terms of the
species formed. This model does not only include the
vibrational levels of CO2, but also those of N2 (see table 1
above), because of the important role of the vibrational
kinetics in an MW plasma [121].

Figure 17(a) illustrates the calculated and measured
absolute CO2 conversion as a function of N2 content, for both
a DBD and an MW plasma, as obtained from [113, 114]. The
DBD reactor operates at atmospheric pressure, while the MW
plasma is maintained at a pressure of 2660 Pa, as requiredto
allow comparison with the experimental data [113]. To enable
a fair comparison between the DBD and MW plasma, the
results are presented for the same SEI of 2.7 eV/molec. Note,
however, that the SEI in Jcm–3 is significantly lower in the
MW plasma (0.27 J cm−3) than in the DBD reactor
(11 J cm−3), because of the much lower pressure (2660 Pa
versusatmospheric pressure), so there are fewermolecules
per volume. Therefore, comparing at the same SEI expressed
in eV/molec provides the most ‘fundamental’ comparison,
because it tells us exactly how much energy is going to each
molecule (on average).

The absolute CO2 conversion increases with rising
fraction of N2in both types of plasma, both in the
calculations and the experimental data. The exact trends in
the MW plasma are somewhat different, indicating that the
underlying chemistry might not yet havebeen 100% captured
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by the model. As the agreement is much better for the DBD
reactor, we expectthe discrepancy to berelated to the
vibrational kinetics, which are important in the MW plasma
and more or less negligible in the DBD reactor, as explained
above. We think that the model could be further improved by
adding a more detailed description of the vibrational kinetics,
e.g.by includingthe symmetric mode levelsin more detail,
so that the molecules can exchange vibrational energy with
each other, as well as within one molecule. The energy levels
close to the dissociation limit then become so close to each
other that they form a quasi-continuum, which is currently not
taken into account. Furthermore, the rate coefficients of the
reactions of the vibrational levels are based on scaling laws,
and more accurate scaling laws would probably also improve
the accuracy of the model predictions.

Nevertheless, the absolute values are in reasonable
agreement. This rising trend indicates that N2 has a beneficial
effect on the CO2 splitting, in both types of plasma, but the
mechanism appears to be completely different, as is
elucidated by the model. In the DBD reactor, the electro-
nically excited metastable N2(A

3
uS+) molecules are respon-

sible for the enhanced CO2 splitting, giving rise to CO, O and
ground state N2 molecules. In the MW plasma, on the other
hand, CO2 is mainly dissociated through the vibrationally
excited CO2 levels. Indeed, these levels are much more
populated in the MW plasma than in theDBD, as outlined
above, and this is especially true in CO2/N2 gas mixtures,
because N2 helps to populate the CO2 vibrational levelsby
VV relaxation processes [113]. As the CO2 dissociation from
the vibrationally excited levels is much more efficient than
dissociation from the ground state, this also explains the
higher CO2 conversion in the MW plasma than in the DBD
reactor, as illustrated in figure 17(a).

In spite of the higher absolute CO2 conversion when
adding N2 to the plasma, the effective or overall CO2

conversion will drop, because of the lower absolute fraction
of CO2 in the gas mixture. The effect is minor up to about
60% N2 in the mixture, but more pronounced for higher N2

fractions. This effective CO2 conversion determines the
overall energy efficiency of the process, which is illustrated
as a function of N2 content, for both the DBD and MW
plasma, in figure 17(b). Because of the somewhat lower
effective CO2 conversion at high N2 fractions, it is not
surprising that the energy efficiency also drops when adding
more N2 to the mixture, as some of the energy is used for
ionization, excitation and dissociation of the N2 molecules.
Moreover, both the calculated and measured energy efficiency
appear to be a factor of two to threehigher in the MW plasma
than in the DBD reactor, for the reason explained above.

Finally, both the modeling and experimental results
reveal that several NOx compounds are produced in the
CO2/N2 plasma, especially NO, NO2, N2O and N2O5.
Figure 18 shows a detailed comparison between their
calculated concentrations and the corresponding experimental
data for the DBD plasma, at the same conditions as in
figure 17. The experiments were performed with FTIR, buta
calibration curve was only availablefor NO and NO2,
allowing us to express the measured results in absolute
concentrations. For N2O and N2O5, no calibration curves
were available, so the data isonly shown in arbitrary units
(a.u.), as measured absorbance in the FTIR cell.

It is clear that both the calculated and measured
concentration of each NOx compound typically reaches its
maximum at intermediate N2 fractions in the mixture (around
50%). Indeed, the NOx formation is initiated by the reaction
of either N atoms or metastable N2(A

3
uS+) molecules with O

atoms (see below), and these species originate from N2 and
CO2, respectively, so it is logical that the maximum NOx

formation shouldbeattained when both reactants are present
in more or less equal concentrations.

Figure 16. The dominant reaction pathways for the conversion of CO2 and H2O and their interactions in a DBD plasma, as obtained from the
model in [111]. The full green lines are the formation rates above 1017 cm−3 s−1, the yellow dashed lines indicate the formation rates between
1016 and 1017 cm−3 s−1, while the red dotted lines are the formation rates between 1015 and 1016 cm−3 s−1.
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The maximum measured NO and NO2 concentrations are
about 550 ppm and 54 ppm, while the calculated NO and NO2

concentrations are at maximum 115 and 34 ppm, hence
somewhat lower, but still onthe same order of magnitude (see
figures 18(a), (b)). These values are significantly higher than
what is allowed, for instance, under European emission
standards for passenger cars or for industrial emissions (see
details in [114]).

The calculated N2O5 concentration even reaches values
of up to 1000 ppm (see figure 18(c)). It was not possible to
obtain absolute concentrations in the experiments, but it is
clear that both calculated and measured data show almost the
same behavior as a function of N2 content in the mixture, with
a variation over two orders of magnitude over the entire range
of N2 content. Finally, the maximum calculated N2O
concentration is about 55 ppm (see figure 18(d)). Although
this does not seem to be a very high value, N2O is a very
potent greenhouse gas, with a global warming potential
(GWP) that is300 times higher than for CO2. Based on the
absolute CO2 conversion, plotted in figure 17(a) above, and
the fraction of CO2 in the mixture, it is clear that effectively

about 4% CO2 is converted inthe conditions under study.
Hence, this means that if the N2O concentrationexceeded
130 ppm, the reduction in GWP by converting CO2 in the
presence of N2 would effectively be zero. Thus, the
production of N2O seriously limits the greenhouse gas
mitigation potential of plasma technology in this case.

In general, although the NOx concentrations remain in the
ppm range, these values are quite significant, and they may
cause serious environmental problems. A detailed chemical
kinetics analysis, as obtained from the model, can help us to
find out how the NOx formation can be reduced. An overall
reaction scheme is illustrated in figure 19. Initially, N2 is
excited to a metastable state N2(A

3
uS+), as well as dissociated

into N atoms, both upon electron impact. The N2(A
3

uS+)
molecules react with O atoms to create NO, or with O2 to
form N2O. The N atoms react with both O and O3 inthe
formation of NO. NO can be converted into NO2 upon
reaction with O, but the opposite reaction, due to collision
with either O or N atoms, occurs as well, making NO2 the
main source of NO production and vice versa.

After these initial reactions, the N atoms are trapped in
two reaction loops, i.e.between NO, NO2 and N2O3, and
between NO2, NO3 and N2O5. Note that the NO3 and N2O3

concentrations in the plasma are very low, and therefore they
havenot been presented in figure 18 above. The only way to
escape from these loops, is by the reaction of NO2 to N2O
(which can react back to N2 and N upon collision with
N2(A

3
uS+) and N2

+), or by the reaction of NO with either N
atoms or N2(a′

1
uS-) molecules, forming N2 molecules or N

atoms again (see figure 19).
Note that the reaction scheme illustrated in figure 19

applies to a DBD plasma. In an MW plasma, the NOx

formation occurs mainly through the reaction of vibrationally
excited N2 molecules with O atoms, forming N and NO, as
explained in [113]. Due to the higher CO2 (and N2)
conversion in the MW plasma, the formation of NOx

compounds will also be somewhat higher than for the DBD
plasma, but the concentrations were still found to be in the
ppm range [113]. Note that if concentrations in the
percentagerange areformed, it would be interesting for
N-fixation [135], but the values obtained at the conditions
under study are too low to have anyeconomic value and
instead they cause an ecological/economic cost.

Thus, if we want to avoid the formation of NOx

compounds, it is clear from the reaction pathways in figure 19
that the reaction between the reactive N-species
(i.e.N2(A

3
uS+) and N in a DBD plasma, or vibrationally

excited N2 molecules in an MW plasma) and the O species
(O, O2 or O3) should be prevented. Reducing the concentra-
tions of reactive N-species in the plasma is not very
straightforward. Hence, we believe that the only option
foravoiding NOx formationis to remove the O atoms from
the plasma, by means of O-scavengers,separation membranes
or a catalytic system, as this would also inhibit the formation
of O2 and O3. If the latter was successful, it would effectively
eliminate NOx formation, and thus the need for either a pre-
purification (N2) or post-purification (denox) step.

Figure 17. Calculated (dashed lines) and measured (solid lines)
absolute CO2 conversion (a) and energy efficiency (b) as a function
of N2 content in the gas mixture, for an MW plasma at 2660 Pa
(black) and a DBD reactor at atmospheric pressure (red), at the same
SEI of 2.7 eV/molec, as obtained from the model and experiments
described in [113, 114].
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3.1.8. CH4/N2 mixture. Finally, we present here some results
on the effect of theaddition of N2on the CH4 conversion into
H2 in a DBD, both as an impurity (up to 50 000 ppm), which
is always present in natural gas, and as additive gas (in the

range between 1% and 99%), to investigate whether this gas
mixture gives rise to the formation of nitrogenated
compounds, which could also be of interest for the
chemical industry.

Figure 20 illustrates the absolute CH4 conversion (a), the
effective CH4 conversion (b), and the corresponding absolute
and effective H2 yields (c) and(d), as a function of the N2

admixture, as obtained from the calculations as well as
from the experiments. It is clear that the calculations and
experiments are in very good agreement.

For aN2 contentup to 17.5%, the absolute CH4

conversiondrops slightlyfrom 3.4% to 2.6% (barely visible
in figure 20(a), but we refer to [120] for more details). This
drop was also observed in the ppm range [120]. However,
above 17.5%N2 content, the absolute CH4 conversion starts
rising nearly exponentially upon an increasingfraction of N2,
which is mostly visible above 70%. A kinetic analysis based
on the model results indicates that this trend is the result of
two competing effects, i.e.the initial drop in CH4 conversion
is due to a lower electron density at a higher N2 content, while
the subsequent rise in CH4 conversion is attributed to the
increasing role of N2 metastable molecules for CH4 dissocia-
tion, as well as the lower reaction rate constants for several
three-body recombination reactions of CH3 radicals back into
CH4, upon collision with N2versusCH4 as a third body.

Figure 18. Calculated (red lines, left axis) and measured (black lines, right axis) concentrations of the four main NOx compounds formed in
the CO2/N2 DBD plasma, as a function of N2 content in the mixture, at an SEI of 12 J cm−3 and a residence time of 0.73 s, as obtained from
the model and experiments described in [114]: (a) NO, (b) NO2, (c) N2O5 and(d) N2O.

Figure 19. The dominant reaction pathways leading to NOx

formation in a CO2/N2 DBD plasma, as obtained from the model in
[114];see details in the text. The thickness of the arrow lines
corresponds to the time-integrated reaction rates, indicating the
importance of the reactions.
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The effective CH4 conversion, which is aproduct of the
absolute CH4 conversion with the CH4 content in the mixture,
clearly drops upon increasing N2 content, as is obvious
from figure 20(b). This result is somewhat different from the
CO2/N2 mixture (see previous section and [113, 114]), where
the effective CO2 conversion was more or less constant up to
60% N2 content, and only started decreasingfor a higher N2

content, because the absolute CO2 conversion showed a more
pronounced increase upon rising N2 content. Thus, the N2

molecules (or more specifically, their metastable electroni-
cally excited or vibrationally excited levels) are more
effective in enhancing the CO2 conversion than the CH4

conversion. Overall, the CH4 conversion is only a few
percent, reflecting the high stability of CH4 in a DBD plasma.

The absolute and effective H2 yield, plotted in figures 20(c)
and(d), follows the same trend as the CH4 conversion, with a
nearly exponential rise for the absolute yield, but a drop in the
effective yield, due to the lower CH4 content in the mixture upon
rising N2 content. This behavior is quite logical, as CH4 is the
main source ofH atoms. The somewhat lower experimental data
isprobably attributed to some polymerization at the reactor
walls, which was visible in the experimental setup of [120], but
not accounted for in the 0D chemical kinetics model. Besides,
determining the H2 yield with a gas chromatography (GC)
system is in general quite challenging.

Figure 20 only illustrates the H2 yields, as this is the
major reaction product. Indeed, as is clear from figure 21,
according to the model of [120] the H2 density is almost one
order of magnitude higher than the second most important

Figure 20. Calculated and measured absolute CH4 conversion (a), effective CH4 conversion (b), absolute H2 yield (c) and effective H2 yield
(d), as a function of N2 content in the mixture, for an SEI of 6 J cm−3 and a residence time of 2.2 s, as obtained from the model in [120].

Figure 21. Calculated densities of CH4, N2, H2 andhigher
hydrocarbons, as well as HCN and NH3, as a function of N2 content
in the mixture, for an SEI of 6 J cm−3 and a residence time of 2.2 s,
as obtained from the model in [120].
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reaction product (C2H6), while the other hydrocarbons have
even lower densities, both predicted by the model and
detected by GC. Still, the H2 selectivity is calculated to be
only around 40%–60%, for all thegas mixing ratios
investigated, indicating that for every mole of CH4 con-
verted,only 1 mole of H2 is formed, while the remaining H
atoms are consumed for the production of higher
hydrocarbons.

Figure 21 also illustrates that the CH4 density drops upon
an increasing N2 content, while the N2 density rises, which is
logical. Furthermore, the H2 density is more than one order of
magnitude lower than the CH4 density, which isindeed to be
expected as the CH4 conversion is only a few percent(see
figure 20). Finally, the simulations reveal that some
nitrogenated compounds are formed, e.g.HCN and NH3,
but only at very low densities. Likewise, these products were
not detected in the experiments either. This can be explained
bythe model because the electron energy appears to be too
low for the efficient ionization of N2, which is expected to be
the dominant precursor for the formation of these nitroge-
nated compounds [136].

3.2. Two-dimensionalor three-dimensionalfluid modeling

In this section, we will show some fluid modeling results,
again mainly obtained within our group, complemented
bysome data from the literature, for the packed-bed DBD
reactor, MW plasma, and the classical and reverse vortex flow
GA reactors, to illustrate their characteristic features, and also
to indicate how 2D or 3D fluid models can help to obtain a
better insight intothe basic characteristics of these plasma
reactors. The latter will be useful in the future for improving
the reactor design towards a better CO2 conversion and
energy efficiency.

3.2.1. Packed-bed DBD reactor. Of the various models
developed in the literature for a packed-bed DBD reactor, the
2D fluid model of Kushner and co-workers [43] is particularly
interesting. The packed-bed reactor is constructed out of
dielectric rods, and the authors studiedthe mechanism of the
discharge propagation in humid airin detail. They reported
that the discharges in a packed-bed reactor can in general be
classified into three modalities: positive restrikes, filamentary
microdischarges and surface ionization waves. The restrikes
are formed after a breakdown in regions of high electric field.
When they are confined between two dielectrics, they
generate filamentary microdischarges that bridge the gap
between the dielectrics. Eventually, thesurface chargenear
the feet of the microdischarges creates electric field
components that are parallel to the dielectric surface,
creating surface ionization waves. The calculations
revealthat the production of reactive species primarily takes
place near the surfaces, as a result of restrikes andsurface
ionization waves. In other words, the production of reactants
in a packed bed reactor is not a continuous process, but it

seems to result from the accumulation of individual, transient
events.

The same authors also studied the effect of separation
between the dielectric rods and of the rod orientation in the
packed-bed reactor, and they reported that the type of
discharge that dominatesthe production of reactive species
depends on the dielectric facilitated electric field enhance-
ment, which is determined by the topography and orientation
of the dielectric lattice [43]. While filamentary micro-
discharges and subcritical discharges and their follow-on
negative streamers are stable and occupy relatively large
volumes in the reactor, they might not significantly contribute
to the plasma chemical processes, because of their lower
electron densities and temperatures. On the other hand,
restrikes and surface ionization waves have higher electron
densities and temperatures, and thus, in spite of their smaller
volume and lifetime, they often produce larger amounts of
reactive species. As the packed-bed geometry affects the type
of discharge that is favored, it will thus also affect the
magnitude and reproducibility of reactant production.

Finally, the authors reported that photoionization plays
an important role in discharge propagation through the
dielectric lattice, because it seeds the initial charge in regions
of high electric fieldwhich are difficult to access for electrons
from the main streamer. This implies that knowledge of the
UV spectral distribution is important for studying the
propagation of discharges through packed-bed reactors [43].

Figure 22 illustrates the calculated time-integrated
densities of the excited N2 + N species, as obtained from
the model in [43], together with the experimental data,
recorded by the fast camera imaging of visible light emission
in the same type of packed-bed reactor with dielectric rods,
as studied in the model. In both the simulated and
experimental results we can observe the formation of a
cathode-seeking filamentary microdischarge (FM) between
the rods. In addition, surface ionization waves (SIW) can be
seen, due to the ions produced in the positive polarity FM,
which are accelerated toward the surface of the central rod,
positively charging its surface, and thus producing an
electric field component that is parallel to the surface,
leading to an SIW. More details about these mechanisms can
be found in [43].

Within our group, we also developed a 2D fluid model
for a packed-bed DBD reactor, with spherical beads, as
explained in section 2.2. Figure 23 illustrates the time-
averaged electric field and electron temperature distributions
in a 2D representation of thepacked-bed DBD reactor, for a
peak-to-peak voltage of 4 kV and a frequency of 23.5 kHz,
both for the ‘contact point’ model (a) and(b), and the
‘channel of voids’ model (c) and(d) (seefigure 1 above). The
‘contact point’ model clearly illustrates the local electric field
enhancement near the contact points, due to polarization of
the beads, both inside the material and in the gas gap (see
figure 23(a)). The latter gives rise to more electron heating,
which is reflected by the higher electron temperature near the
contact points, in figure 23(b). The same behavior can also be
seen in the results of the ‘channel of voids’ model (see
figures 23(c) and(d)), although it is somewhat less
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pronounced, because the beads are not in direct contact with
each other. The reality will probably be somewhere in
between (seethe description of both 2D models, to mimic the
3D geometry, as presented in section 2.2 above). At this
relatively low applied voltage of 4 kV, the plasma is initiated
at the contact points, and remains in this region, reflecting the

properties of a Townsend discharge. At a higher applied
voltage, e.g.7.5 kV (peak-to-peak), the discharge will spread
out more into the bulk of the reactor, from one void space to
the other,ultimately covering the whole gas gap, showing the
properties of a glow discharge. More details about this
behavior can be found in [44].

Figure 22. Calculated time-integrated densities of excited N2 + N species in a packed-bed reactor with dielectric rods, operating in humid air,
at an applied voltage of −30 kV and a bead separation of 0.7 mm, obtained from 2D fluid simulations by Kushner and co-workers (a).
Measured visible light emission, recorded with an ICCD camera at an observation gate width of 0.5 μs, in the same packed-bed reactor as
studied in the model (b). Reproduced from [43]. © IOP Publishing Ltd. All rights reserved.

Figure 23. Calculated time-averaged 2D profiles of the electric field and electron temperature in a packed-bed DBD reactor, for the two 2D
geometries illustrated in figure 1, i.e.a ‘contact point’ geometry (a) and(b), and a ‘channel of voids’ geometry (c) and(d)at a peak-to-peak
voltage of 4 kV and a frequency of 23.5 kHz, as obtained from the model in [44].
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Validation of these calculation results with experimental
data is difficult, because the presence ofpacking does not
makeplasma diagnosticsstraightforward,due to the visual
blocking of the optical diagnostics. However, a qualitative
comparison is possible with the experiments performed by
Kim and co-workers, by means of an intensified charge
coupled device (ICCD) camera [137, 138]. Indeed, these
authors also observed that at a low applied potential the
discharge stays local at the contact points, while at a higher
potential, it spreads across the surface of the packing material.
Similar observations were also made by Tu et al [139].

Although the above models have beendeveloped for
helium, we expectsimilar behavior in a CO2 plasma. The
higher electron temperature will result in more electron
impact ionization, excitation and dissociation of the CO2

molecules, for the same applied power, and this can explain
why a packed-bed DBD gives a higher CO2 conversion and
energy efficiency than an empty reactor (e.g.[14, 18]).

3.2.2. MW plasma reactor. In figure 24 the calculated
electron density, electron temperature, gas temperature and
MW electric field distributions are plottedfor the MW
surfaguide setup illustrated in figure 2 above, at a pressure
of 700 Pa, a gas flow rate of 125 sccm, a frequency of
2.45 GHz and a power of 100W.

The electron density (figure 24(a)) reaches a maximum
value of 7×1019 m−3 in front of the waveguide (located at
z=30 cm), and decreases more or less linearly in the axial
direction, from the center towards the ends of the plasma. At
the same time, it exhibits a wave-like pattern, as a result of
resonance due to the metallic grids (indicated with white

dashed lines; seealso figure 2 above). The electron temper-
ature (figure 24(b)) is fairly constant at about 1.3 eV, in the
entire plasma volume, at least within the region confined by
the metallic grids. The gas temperature (figure 24(c)) shows a
maximum of 1500 K at the position of the waveguide, i.e.the
position of maximum power deposition. Finally, the electric
field due to the MW power (figure 24(d)) shows a pronounced
maximum near the walls, indicating the skin effect, and low
values in the center of the plasma. Furthermore, the metallic
grids clearly prevent any leakage of the electric field outside
of the cavity. These results are in reasonable agreement with
data from the literature, for a similar setup and a similar
pressure [140].

As mentioned in section 2.2.2 above, we aim to extend
this model to a CO2 plasma, so thatbesides the above
quantities,information can also be obtained about the
densities of the reactive species(including the vibrational
levels), the CO2 conversion and the energy efficiency. If the
entire plasma chemistry set, as listed in table 1 above, was
introduced into the model, it would yield excessively long
calculation times. Therefore, the chemistry set was recently
reduced, from 126 species to 36 or 39 species (depending on
the pressure, see details in [85]). This reduced set still
accounts for all theCO2 vibrational levels, i.e.21 levels of
the asymmetric stretch mode and fourcombined symmetric
mode levels (see table 1 above), because the vibrational
kinetics play a key role in energy-efficient CO2 conversion, as
mentioned above. However, to further reduce the chemistry
set, a lumped-levelmodel was developed that allowsthe 21
vibrational levels of the asymmetric stretch mode to be
lumpedinto a number of groups [85]. The effectiveness of

Figure 24. Calculated 2D distributions of electron density (a), electron temperature (b), gas temperature (c) and MW electric field (d), at
700 Pa, a gas flow rate of 125 sccm, a frequency of 2.45 GHz and a power of 100 W, as obtained from the (non-quasi-neutral fluid) model
described in [46].
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this level-lumping strategy was investigated for one, twoand
threegroups. Using more groups was found to be redundant,
and wouldbe less effective for reducing the calculation time.
The models with either one, twoor threegroups were all able
to predict the same gas temperature, electron density and
electron temperature profiles as in the full model, but like in
the GA case (see section 2.2.3 above), only the model with
threegroups can reproduce the shape of the vibrational
distribution function (VDF) and thus gives the most reliable
prediction of the CO2 conversion. More details ofthis level
lumping strategy can be found in [85].

As a result of this level lumping, the 21 balance
equations for the 21 individual vibrational levels were
removed from the model, yielding only 15 (or 18) equations
(depending on the pressure; see above) for the remaining
plasma species, plus twoequations for each of the groups
(i.e.one equation for the density of the group and one
equation for its mean vibrational energy). In this way, a model
with n groups needs to solve 15+2n equations (or 18+2n,
depending on the pressure) for the chemical kinetics part.
This means a reduction in calculation time, andwill open
possibilities for describing the CO2 conversion in a 2D (or
even 3D) MW plasma model. This work is currently in
progress in our group.

3.2.3. Classical GA plasma. Figure 25 presents the time-
evolution of the electron density in a classical GA reactor, as
obtained from the model in [59], illustrating the expansion of
the gliding arc. Indeed, the arc is dragged by the gas flow, so
it bends downstream, and the anode arc root moves upward.
To allow the cathode spot to move as well,a so-called field
enhancement factor was applied in a limited region—at a
point downstream—corresponding to the position of the
anode arc root, which initiates a second cathode spot. Thus,
the cathode spot jumps from one point to another, and this
results in the so-called ‘gliding’ process of the arc. This
procedure has beenexplained in detail in [59].

In spite of its name, the gliding arc can also operate in
glow mode. Both discharge modes (i.e.arc and glow)
produce a very similar plasma column at a similar discharge
current. However, substantial differences are observed
near the cathode, due to the different electron emission

mechanisms. Indeed, in the glow regime, the cathode root
follows the anode root, while in the arc regime, the cathode
root remains connected to an electron emission center for a
longer period of time, until it jumps to the next position,
following the anode root displacement, as explained above.
This different way ofattaching the plasma channel to the
cathode will result in a longer plasma column in the arc
regime than in the glow regime, as was also explained in [60].
The latter can affect the CO2 conversion in a GA. Indeed, a
longer plasma channel means an increased plasma volume,
and this will lead tostronger plasma–gas interaction, possibly
leading to more CO2 conversion. This issue was also briefly
discussed in section 3.1.1 above. The regime thatoccurs most
in practicewill depend on the operating conditions and on the
conditioning of the cathode. Note that the discharge operation
in the two regimes hasalso been demonstrated experimen-
tally in [141], showing qualitatively the same behavior as
explained above.

Another characteristic feature of a GA, observed
experimentally, is the so-called back-breakdown phenom-
enon, or backward-jump motion of the GA, which was
studied with a fully coupled gasflow-plasma model [62].
Figure 26 shows the time-evolution of the gas temperature,
with and without back-breakdown, as calculated by this
model. By comparing both figures, it is clear that the back-
breakdown phenomenon causes a drop in the gas temperature,
as the heat is now spread over a larger domain and not only
concentrated within the initial arc channel. Indeed, before the
back-breakdown (0.3 ms), the temperature is the same in both
cases, but after the back-breakdown, the gas temperature in
the center between both electrodes is about 700 K and 890 K
(at 0.4 and 0.5 ms, respectively; see figure 26 (upper panels)),
which is obviously lower than in the case without back-
breakdown, where values of 900 K and 1000 K are obtained
at the same moments in time (figure 26 (lower panels)).
Furthermore, this figure also illustrates that the back-break-
down causes a delay in the arc velocity with respect to the gas
flow velocity (seethe case with and without back-break-
down). Both effects are of great interest for CO2 conversion
applications, as the lower temperature results in more non-
equilibrium conditions, which is beneficial for energy-
efficient CO2 conversion, and the delay in arc velocity allows

Figure 25. Calculated electron density at different moments in time, as obtained from the model in [59], illustrating the arc evolution during
one cycle, from ignition at the shortest interelectrode distance, until extinction.
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more gas to pass through the arc, which can lead to more CO2

conversion (as also briefly discussed in section 3.1.1 above).
As mentioned in section 2.2 above, within our group we

have also developed a 1D cylindrical QN model for a GA,
used for CO2 conversion. Figure 27 shows the number

densities of CO2, CO, O2, Oand the electrons (a), as well as
the electron temperature, the gas temperature and vibrational
temperature of the CO2 asymmetric stretch mode (b), as a
function of radial position, as calculated with this model [65].
Note that the radius of the (quasi-cylindrical) arc is assumed
to be 2 mm, based on [52, 54]. It is clear from figure 27(a) that
CO2 is the dominant species in most of the arc, except in the
very center, where CO has a higher density. This indicates
thatwithin just 0.1 mm from the center, a considerable
fraction of the CO2 gas is converted into CO, O and O2. This
can be explained bythe electron density profile, as well as the
various temperature profiles, depicted in figure 27(b). Indeed,
both the electron density and the various temperatures drop
significantly as thedistance rises from the center. The
electron density is fiveorders of magnitude lower than the
gas density, corresponding to a weakly ionized plasma. The
electron temperature is almost 3 eV (or 30 000 K) in the
center of the arc, but drops to thermal values within 0.5 mm
from the center. The vibrational temperature and gas
temperature also reach their maximum (i.e.onthe order of
2500 K) in the center, and drop significantly upon rising
radial distance. The dominant CO2 conversion mechanisms
appear to be dissociation from the CO2 vibrational levels,
either upon electron impact or upon collision with the O
atoms (see details in [65]). As the vibrational temperature, the
O atom density, the electron density and temperature all drop
as a function of radial position, it is logical that the CO2

conversion should also dropupon rising radial position,
explaining the density profiles shown in figure 27(a).

The calculated values of electron number density and
temperature, gas temperature and vibrational temperature
correspond well with the experimental data for low current
atmospheric pressure gliding arc discharges from the
literature, as elaborated in [65], although it should be realized
that an exact quantitative comparison is not straightforward,
due to the different gliding arc setups with different reactor
geometries and operating insomewhat different discharge
conditions.

3.2.4. Reverse vortex flow GA plasma. In figure 28 a typical
gas flow pattern is plotted, as well as snapshots of the electron
density, showing the arc evolution over time, for the reverse
vortex flow GA plasma reactor, depicted in figure 4 above, as
obtained from the model in [63].

After entering the reactor, the gas first flows downwards
in an outer vortex, with typical velocities of 70–80 m s−1, and
then flows upwards in a smaller (inner) vortex, with velocities
gradually decreasing to 10 m s−1, and finally leaves the
reactor through the outlet at the top, as illustrated in
figure 28(a).

From the snapshots of the electron density, it is clear that
the arc ignites as a straight plasma column, attached to the
outer edge (b) and crawls along the outer edge (c), until it
stabilizes at the reactor center, after about 1 ms (d). Thus, the
gas, when moving in the inner vortex flow (seefigure 28(a)),
will largely pass through the arc column. This result is very
interesting for the application of CO2 conversion, as it shows

Figure 26. Calculated gas temperature in a GA, at different moments
in time, with back-breakdown (upper panels) and without back-
breakdown (lower panels), as obtained from the model in [62].

Figure 27. Calculated number densities of CO2, CO, O2, Oand
electrons (a), and the electron, gas and vibrational temperature of the
CO2 asymmetric stretch mode (b), as a function of the radial position
in the GA as obtained from the model in [65].
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that the design of the RVF GA allows more gas to pass
through the arc zone than in a classical (diverging electrode)
GA. From the typical gas velocity (on average 25 m s−1) and
arc column length (5 mm), we can estimate that the gas
residence time in the arc is about 0.2 ms. In this way, the
reactor length determines the residence time (given that the
plasma arc covers the entire length). Experimental RVF GA
reactors usually have greater dimensions. As the arc
characteristics are rather uniform over the entire length, this
information can be useful for 0D modeling, to studythe
plasma chemistry of CO2 conversion in a reverse vortex flow
GA reactorin detail;this is illustrated in [33].

4. Conclusion

Plasma-based CO2 conversion is gaining increasing interest
worldwide, but to improve itsapplication, a better insight into
the underlying mechanisms is desirable. This insight can be
obtained by experiments, but also by modeling. Both plasma
chemistry modeling and plasma reactor modeling are impor-
tant forCO2 conversion applications. This paper shows some
examples of both modeling approaches, mainly from our own
group, to illustrate what type of information can be obtained
from these models, andhelpgaina better insightin order to
improve theapplication.

Zero-dimensionalchemical reaction kinetics modeling is
very suitable for describingthe underlying plasma chemistry
of the conversion processin detail. The latter is illustrated in

this paper for various gases and gas mixtures of interest,
i.e.pure CO2 splitting, pure CH4 conversion, CO2/CH4,
CH4/O2, CO2/H2 and CO2/H2O mixtures, as well as for the
effect of the addition ofN2to a CO2 or CH4 plasma.

It is clear from the models that the underlying chemistry
of CO2 splitting in a DBD plasma is completely different
from that ofan MW or GA plasma. Indeed, while in a DBD,
the CO2 conversion is attributed to electron impact reactions
(mainly electronic excitation followed by dissociation) with
the CO2 ground state molecules, in an MW and GA plasma,
thevibrational excitation of CO2 is dominant, and VV
relaxation processes gradually populate the higher vibrational
levels. This so-called ladder climbing process is the most
energy efficient way of causingCO2 dissociation, requiring
only 5.5 eV per molecule, i.e.exactly the C=O bond energy,
while the process of electronic excitation followed by dis-
sociation requires about 7–10 eV per molecule. This ‘waste of
energy’ explains the lower energy efficiency of CO2 splitting
in a DBD compared to an MW or a GA discharge, as pre-
dicted by the models and also reported experimentally (see
introduction).

Furthermore, forother gas mixtures, the models reveal
that in a DBD plasma the reaction pathways responsible for
CO2 or CH4 conversion are all initiated by electron impact
reactions, and more specifically, mainly by electron impact
dissociation, creating radicals that can react further into value-
added compounds, such as syngas (CO/H2), but also higher
hydrocarbons and oxygenates. However, as many different
radicals and chemical compounds are formed in the plasma,

Figure 28. Calculated gas flow pattern (a), and electron density at different moments in time (b)–(d), illustrating the arc evolution over time,
for the reverse vortex flow GA plasma reactor of figure 4 above, as obtained from the model in [63].
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the selective production of targeted compounds is not possi-
ble. For this purpose, a catalyst must be inserted in the
plasma. Our models show that CO2/CH4 and CH4/O2 mix-
tures exhibit totally different chemical reaction pathways,
yielding different product distributions. Furthermore, a
CO2/H2 mixture does not produce many higher hydrocarbons
oroxygenates, in contrast to the CO2/CH4 and CH4/O2

mixtures, and moreover the CO2 conversion is very limited.
This isattributed to the lack of CH2 (and CH3) radical for-
mation in the CO2/H2 mixture, as the CH2 radicals are the
main collision partners of CO2 in the CO2/CH4 mixture.

Likewise, the model for the CO2/H2O mixture shows
that adding H2O to a CO2 DBD plasma results in a drop of the
CO2 conversion. Moreover, the H2O conversion itself is also
limited, and virtually no oxygenated hydrocarbons are
formed. All these trends canbe explained bythe chemical
reaction pathways. The insight obtained in this way might be
useful forprovidingpossible solutions. For instance, our
kinetic analysis reveals that no oxygenated hydrocarbons are
formed upon the addition of H2Oto a CO2 plasma, because
the H atoms react with the O atoms intoOH radicals, and
subsequently intoH2O, instead of forming CH and CHO
fragments, which are needed to createmethanol and other
oxygenated hydrocarbons. To overcome this problem, we
believe that a catalyst will be needed, which is able to (i)
scavenge the O atoms, so that the H atoms can recombine into
H2, before they react with O atoms into OH and H2O, and (ii)
transform the H2 together with CO into methanol, before CO
recombines with OH into CO2. On the other hand, the
CO2/H2O plasma seems to be able to produce H2/CO ratios
in a very wide range, and this ratio can be controlled by the
H2O content in the mixture and the SEI value. This is very
useful for Fischer–Tropsch synthesis for the production of
liquid fuels, and also for methanol synthesis. Thus, even if
methanol formation seemsunfeasible in a direct one-step
plasma process without a catalyst, it might be possible in a
two-step process. Furthermore, our model alsopredicts
thatsignificant amounts of H2O2 can be formed, up to the
percentagerange, which is a useful compoundfor disinfec-
tion or biomedical purposes.

Another example of 0D chemical kinetics modeling is
given for a CO2/N2 plasma. This is of interest because N2 is
typically a very important component in real industrial gas
flows. A comparison is made between the DBD and MW
plasma conditions, and it is shown that the CO2 conversion
and energy efficiency are clearly higher in the MW plasma,
which is again attributed to the vibrational kinetics. In con-
trast to the CO2/H2O plasma, where the CO2 conversion
drops upon the addition ofH2O, both the calculations and
experiments in the CO2/N2 plasma demonstrate that the
addition of N2enhances the (absolute) CO2 conversion, both
in the DBD and MW plasma. The underlying mechanism is,
however, different for both types of plasmas, i.e.it is attrib-
uted to the N2 metastable molecules in the DBD plasma,
while in the MW plasma it is due to the N2 vibrational levels
which populate the CO2 vibrational levels. The CO2/N2

mixture, however, also produces NOx compounds in ppm
concentrations, which can causeseveral environmental

problems. Again, the model can be used to explain their
formation, and this is useful forprovidingpossible solutions
on how this NOx formation can be avoided.

Finally, the last example is given for a CH4/N2 mixture,
as CH4 reforming by plasma is also very relevant, and N2 is
always present in natural gas. Furthermore, it is useful to
know whether nitrogenated compounds (e.g.HCN or NH3)
canbe formed, which would also be of interest for valoriza-
tion purposes. However, the model reveals that almost no
nitrogenated compounds are formed, and this canbe
explained because of the limited electron impact ionization of
N2, which was reported in theliterature to be mainly
responsible for the formation of these compounds.

Although 0D models can give useful information
ondetailed plasma chemistry, and thus the reaction pathways
leading to certain products, they cannot really account for
details in the plasma reactor configuration. In order to be able
to predict how modifications to the reactor design might lead
to improved CO2 conversion, 2D or 3D fluid models of
specific reactor designs are needed. However, developing
such fluid models for a detailed plasma chemistry leads to
excessive calculation times. Therefore,up to now these
models havemainly been developed for argon or helium,
which are characterized by asimpler chemistry. Here we have
shownexamples of the typical calculation results, obtained
for the three types of plasma reactors most commonly used
for CO2 conversion, namelya packed-bed DBD reactor, an
MW plasma, and both a classical and reverse vortex flow GA
plasma reactor.

In future work, it would be necessary to implement the
more complex CO2 chemistry (either pure or mixed with
other gases) in such fluid models, to obtain the complete
picture of CO2 conversion in these plasma reactors. Further-
more, at thisstage, it will be necessary to compare the calc-
ulation results with experimental data. The most obvious
results to be compared are the electrical characteristics, as
well as the CO2 conversion, product yields and energy effi-
ciency—as has beendone already for the 0D chemical
kinetics models—as this information can more easily be
obtained in the experiments. Detailed comparison of other
calculation results, like the spatially resolved densities of
plasma species, electron temperature, gas temperature, gas
flow behaviorand information about the vibrational kinetics,
is more difficult to realize at this stage, because the 2D
models are still based on some approximations, which make
the comparison less straightforward, and because of a general
lack of experimental data in the literature for these plasma
reactors. The latter also stresses the added value of modeling.
However, we sincerely hope that more experimental data for
these plasma reactor types will become available in the near
future, to better validate the models.

As mentioned above, implementing more complex
plasma chemistries in 2D or 3D models is quite challenging in
terms of calculation time. To overcome this problem, reduced
chemistry sets must be developed for CO2 (and its gas mix-
tures), either without vibrational kinetics, applicable to a
DBD reactor [16], as well as with detailed vibrational kinet-
ics, which is crucial for describing an MW or GA plasma
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reactor [85]. Furthermore, the level-lumping strategy that was
developed in [85] enablesthe vibrational levels of the
asymmetric stretch mode of CO2to be put into a number of
groups, to further reduce the calculation time, as demon-
strated in [64, 85]. This method opens possibilities for the
implementation of more complicated reaction chemistries in
2D (and hopefully in the future in 3D) plasma reactor models,
which is of course the ultimate goal of the models to
be developed for this application. In general, we indeed
believethat a combination of 0D chemical kinetics models (to
obtain a detailed insight into the entire plasma chemistry, and
to develop reduced chemistry sets, identifying the main spe-
cies and chemical reactions) and 2D/3D fluid models (for a
detailed insight into the effect of the reactor design) is the
most promising approach formakingfurther progress in
this field.

As the modeling results presented here provide an
overview of the plasma chemistry for various gas mixtures of
interest, and in the three major types of plasma reactors for
this application, we can use them to gain further insight into
what would be the ‘ultimate’ reactor and reaction conditions
to maximize the conversion and energy efficiency, and whe-
ther plasma technology is competitive with other emerging
conversion technologies, and has the potential to become
industrially relevant.

According to the models, the energy efficiency of CO2

conversion will always be too limited in a DBD. This is
attributed to the strong reduced electric field values (200 Td
and above), giving rise to relatively high electron energies
(several eV), and thereby inducing electron impactelectronic
excitation, ionization and dissociation of the CO2 ground state
molecules, which are energy inefficient processes. Indeed,
they require more energy than strictly needed forC=O bond
breaking, compared to the vibrational pathway, which only
requires astrict minimum of 5.5 eV. The conversion can be
improved in packed-bed DBD reactors, due toenhanced
electric fields at the contact points, causing higher electron
energies, as demonstrated by the 2D modeling results pre-
sented in this paper, yielding more electron impact processes
for the same applied power. However, these processes are
obviously still electronic excitation, ionization and dissocia-
tion, because for vibrational excitation lower electron ener-
gies are needed. Thus we believe that DBD reactors will
never yieldsufficiently high energy efficiency for the indus-
trial exploitation of pure CO2 splitting, unless drastically
different conditions canbe reached, which can tune the
reduced electric field down to lower values, suitable for
electron impact vibrational excitation, usingnovel types of
power supplies, for example. It is clear, indeed, that the
vibrational pathway for CO2 dissociation should be targeted
to really improve the energy efficiency of this process. On the
other hand, packed-bed DBD reactors might still be of interest
in the case of CO2 mixtures with a H-source, such as CH4,
H2O and H2, as they easily allow the implementation of a
catalyst. If a suitable catalyst can be found to selectively
produce chemical compounds with high added value, this
might compensate for the limited energy efficiency of the
packed-bed DBD reactor, because plasma catalysis could then

allow the direct production of these value-added compounds,
instead of a two-step process through syngas production
followed by the Fischer–Tropsch synthesis. However,a lot of
basic research will still be needed in the search for suitable
catalysts, as the latter might be different from classical ther-
mal catalysts, because of the completely different conditions
of plasma catalysis.

On the other hand, the models reveal thatMW and GA
plasmas are more promising for energy efficient CO2 con-
version, because they are characterized by lower reduced
electric field values (on theorder of 50–100 Td), producing
electron energies of around 1 eV, which are themost suitable
for efficient vibrational excitation. However, currently, most
MW and GA plasmas do not yet operate at the most suitable
conditions to maximize the vibrational pathway, as the con-
version process is often too much dictated by thermal pro-
cesses, as a result of the high gas temperature.

The model calculations clearly demonstrate the need to
exploit the non-equilibrium, non-thermal character of an MW
plasma, where the higher vibrational levels of CO2 are
overpopulated, as this is crucial for energy efficient CO2

conversion. This can be realized when operating at reduced
pressure and sufficiently high power densities, while keeping
the gas temperature as low as possible, as demonstrated in this
paper. On the other hand, for industrial applications, it would
be beneficial to work at atmospheric pressure, to avoid the
extra cost of pumping, which also contributes to the overall
energy cost of the process. We believe that there are several
possible options forreaching these non-equilibrium condi-
tions, while still operating at atmospheric pressure ofCO2 gas
entering the reactor. One option is to work with a supersonic
gas flow, as already demonstrated by Asisov et al in 1983,
reaching energy efficiencies of 90% [19], because such a
setup can combine a reduced pressure in the plasma regio-
nand a low temperature, with high power density. Another
possibility is to apply a reverse vortex gas flow, as currently
explored in DIFFER [23], because this leads to gas cooling,
as well as stabilization of the plasma at atmospheric pressure.
A third option could be to apply pulsed power, which will
also allow high power densities to be reached, with reduced
gas heating. We plan to investigate these options in our future
modeling work.

Also in a GA plasma, the models predict that the CO2

conversion is still too much dictated by thermal processes,
due to the relatively high temperature inside the arc region,
thus limiting the energy efficiency reached up to now.
However, we believe that in a GA plasma there is also clear
room for improvement. Indeed, the calculations demonstrate
thatsignificant overpopulation of the higher vibrational levels
in the VDF can be realized by decreasing the temperature or
by increasing the power density, just like in an MW plasma.
The first option can probably be targeted by using a high-
frequency discharge, so that the arc doesnot haveenough
time to heat up. The second option couldbe realized by using
a micro-scale gliding arc reactor, as demonstrated in[142],
although this will limit the throughput, unless using several
reactors in parallel.
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Another limitation of a GA, at least in the classical
(diverging electrodes) configuration, is the limited gas frac-
tion that passes through the arc. Indeed, the model calcula-
tions reveal that inside the arc,CO2 splitting into CO and O2

can reach up to 100%, but the overall CO2 conversion is
limited by the fraction of gas passing through the arc, which is
onthe order of 10%–20% [143, 144]. In addition, as a result
of this high conversion, the backward (recombination) reac-
tions become equally as important as the forward (dissocia-
tion) ones, thereby limiting the overall conversion. This was
convincingly demonstrated in [64], by removing the recom-
bination reaction from the model (see also figure 9 in this
paper). We believe that the backward reactions would be
reduced if some chemical scavengers could be added, such as
CH4, which produce H atoms that quickly react with the O
atoms, before the latter can recombine with the CO molecules
into CO2. A similar principle was also illustrated both by
modeling and experiments in [145] for a DBD to chemically
trap the O atoms into H2O instead of O2, and thus allo-
wingeasier separation of the products formed. Furthermore,
working at a lower gas temperature willreduce the backward
reactions, because the O atoms willbe usedmore efficiently
for other reactions (e.g. O3 formation).

Finally, another way ofreducingthe backward reactions
is to make sure that the CO molecules leave the arc discharge
zone once they are formed. This canbe realized when there is
a difference in velocity between the gas flow and the arc
movement. In addition, the latter would result in more CO2

gaspassing through the arc, thereby also reducing the limited
gas fraction that can be treated, which is, in our opinion, the
most crucial limitation of (classical) GA discharges. A dif-
ference in gas flow velocity versusarc gliding velocity may
result from the phenomenon of back-breakdown, which
indeed causes a lower gliding arc velocity, as demonstrated
by the 2D fluid modeling results presented in this paper, as
well as in the literature [146–148]. Experimentally, some
operating parameters can be adjusted to control the occur-
rence of the back-breakdown process, such as the gas flow
rate, the electrical current and the reactor/electrode geometry.
In addition, the back-breakdown phenomenon will reduce the
gas temperature, as illustrated by the model calculations
presented in this paper, because the heat will be spread out
over a larger region, so this will also be beneficial for
exploiting the non-equilibrium conditions of the GA. Finally,
applying a different design ofGA reactor, such asa reverse
vortex flow GA, also allows more gas to pass through the arc.
Indeed, the 3D model calculations presented in this paper
demonstrate that in this setup the gas first flows in a vortex
close to the reactor walls to one end of the reactor, followed
by an inner vortex in the reverse direction, and that the arc is
stabilized in the middle of the reactor, so that this inner vortex
passes through the arc, thereby allowing a larger gas fraction
to be converted in the arc zone. Themodel calculations pre-
dict this fraction to bearound 40% for the RVF GA reactor
developed in [25, 27], but this can probably be further
improved by modifyingthe reactor setup.

In conclusion, the model calculations reveal that there is
still room for improvement inthe energy efficiency ofan

MW and GA plasma, by further exploiting the non-equili-
brium conditions, and by enhancing the gas fraction that
passes through the arc in the case of the GA reactor. The most
important general message from the models is thatin order to
optimize the energy efficiency of CO2 conversion in any kind
of plasma, the vibrational pathway should be maximized, i.e.
theelectron impact vibrational excitation to the lower levels,
followed by VV relaxation, gradually populating the higher
levels, which can then dissociate upon collision with heavy
particles. To reach this, the VDF must be strongly non-ther-
mal, with a pronounced overpopulation of the higher vibra-
tional levels.

We believe that if these non-equilibrium conditions can
be further exploited, plasma technology will be competitive
with other emerging CO2 conversion technologies, such as
electrocatalytic, photocatalytic and solar thermochemical
conversion. All these emerging technologies directly or
indirectly use sunlight for the production of fuels. Therefore,
the key performance indicator forcomparingthese different
technologies is the solar-to-fuel energy conversion efficiency.
Photocatalytic and solar thermochemical conversion tech-
nologies directly use sunlight.The solar-to-fuel efficiency of
photocatalytic conversion is currently less than 2% [149], but
a lot of research is going on to improve this number.
Nevertheless, the theoretical maximum solar-to-fuel effi-
ciency will be limited to 17%, due to the band gap energy of
the photocatalyst [150]. For solar thermochemical conversion,
theoretical solar-to-fuel efficiencies exceeding 30% are
reported, but values above 10% are still pending experimental
demonstration with robust and scalable solar reactors
[149, 151, 152]. It is stated that a value of 20% is required for
solar fuels to become cost competitive [153]. Other novel
conversion technologies indirectly use sunlight, the most
widespread one being water electrolysis. When using photo-
voltaic cells, which currently have an efficiency of 25%,
solar-to-fuel efficiencies of 7%–10% are reported for water
electrolysis [149].

As mentioned in the introduction, plasma technology
also has the potential for use in temporary storage of excess
renewable energy infuels, during peak production ofsolar
panels, for example. Hence, assuming that the electricity
needed for our plasma process is produced by solar panels,
with an efficiency of 25%, an energy efficiency of 50% for
CO2 conversion in the plasma, as was predicted by the models
under suitable conditions, and which has also already bee-
nexperimentallydemonstrated, would yield a solar-to-fuel
efficiency of 12.5%. This value is already better than several
other emerging technologies, and close to being cost com-
petitive. Furthermore, we are convinced bythe model calcu-
lations that there is still room for improvement inenergy
efficiency, certainly forMWs and GAs, as outlined above.
Finally, the overall energy efficiency can be further improved
when the efficiency of solar panels becomes higher. Fur-
thermore, besides relying on solar-based renewable energy,
plasma technology can also take advantage of other sources of
renewable electricity. Note that the latter option is obviously
not possible for photochemical and solar thermochemical
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technologies, which directly use sunlight, pointing towards
the higher flexibility of plasma technology.
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