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Abstract. In this work we have analyzed the properties of a gliding DC discharge in argon at atmospheric pressure. Despite the usual designation of these discharges as "gliding arc discharges", it was found previously that they operate in two different regimes – glow and arc. Here we analyze the differences in both regimes by means of two dimensional fluid modeling. In order to address different aspects of the discharge operation, we use two models – Cartesian and axisymmetric in a cylindrical coordinate system. The obtained results show that the two types of discharges produce a similar plasma column for a similar discharge current. However, the different mechanisms of plasma channel attachment to the cathode could produce certain differences in the plasma parameters (i.e., arc elongation), and this can affect gas treatments applications.
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1. Introduction

Gliding arc discharges (GADs) are DC or low frequency AC discharges produced usually between two diverging electrodes. The plasma channel moves along the electrodes due to a forced gas flow and when its length becomes very long, the discharge diminishes and it reignites at the shortest electrode distance. GADs attracted considerable interest [1] because of their ability to produce a non-equilibrium plasma at atmospheric pressure. At the same time, a considerable power can be applied while keeping the gas temperature relatively low and avoiding the appearance of a classical thermal arc discharge. They also provide a good selectivity and efficiency in many different plasma chemistry applications for gas reforming and treatment [1–3]. The simple design, the affordable set-up and the operation under atmospheric pressure make them even more attractive from industrial point of view.
Despite the simplicity of building GADs, they are rather difficult for experimental diagnostics and theoretical studies. This is mainly due to the non-stationary nature of the discharge and often, due to the lack of good repeatability between the discharge cycles. Moreover, fast photographs of the discharge [4] show the existence of two different regimes of operation – arc and glow. In the case of an arc discharge, the discharge is sustained by thermo-field electron emission from the cathode and it is accompanied with the formation of a tiny cathode spot. In the case of a glow discharge, the discharge is sustained by secondary electron emission due to ion bombardment. Experimental studies [4] even show that both regimes could be present in a single cycle of the plasma channel evolution.

In this work we present a theoretical study of both gliding arc and gliding glow discharges based on two dimensional fluid plasma models. The work aims at describing the mechanisms governing the gliding of the plasma channel and at pointing out the similarities and the differences between both regimes and the effect of the discharge regime on the overall discharge performance.

The paper has the following structure: In section 2 we briefly describe the model developed for the GAD description. The obtained results are presented in section 3. In subsection 3.1 we discuss the discharge properties based on a 2D axisymmetric model, while in subsection 3.2 we discuss the discharge gliding mechanisms based on results from a 2D model in a Cartesian coordinate system.

2. Model description

In this work we use two different models in argon – a 2D model in a Cartesian coordinate system and a 2D model in a cylindrical coordinate system assuming axial symmetry. Because of the limited dimensionality of the models, neither of them can exactly describe the considered discharge. However, they are sufficient to describe the qualitative behavior of the discharge and to provide valuable results. This approach was exploited in our previous work [5] and it was found to be a good compromise between quality of the obtained results and the computational time needed for the calculations.

A detailed description of the models can be found in an accompanying file, provided online as supporting information to this paper. A brief description of the major model equations used here is given in Appendix A.

2.1. 2D axisymmetric model

The axisymmetric plasma model used here is based on the axisymmetric model described in [5] with two differences: a) the cathode heating is neglected and therefore we do not solve equations (12) and (13) in [5]; b) we include additional loss terms in all balance equations (i.e. all except in the Poisson equation). Neglect the cathode heating is indeed justified because it was found in [5] that it has a minor influence. The aim of the additional loss terms is to effectively account for the stretching of the gliding discharge
as a result of the gas flow and thus to account for the convective processes. This was not accounted for in our previous model, but it is included here since it allows our 2D model to better represent the specific properties of GADs related to the convection process, which is in fact a 3D problem.

We consider the effect of the gas convection as a simple stretching of the arc which redistributes the species and their energy over a larger volume. This means that if we consider a plasma channel and if we stop the heating and particle production processes, the species densities and energies will gradually decrease in time as a result of the introduced effective convective losses. In practice, in the axisymmetric model from [5] we introduce the loss terms on the right hand side of equations 1, 6 and 10 according to the numbering in [5] or equations A-1, A-2 and A-6, as presented in Appendix A. These terms are introduced as effective loss processes with a constant frequency $\nu_{\text{elong}}$, equal for all equations. Thus the loss terms will be proportional to $-\alpha \nu_{\text{elong}}$, where $\alpha$ represents the conserved variable i.e. $\alpha = n_e, n_{\text{Ar}^+}, n_{\text{Ar}^+}, n_{\text{Ar}(4s)}, n_{\text{Ar}(4p)}, n_{\text{Ar}^*}, n_e\bar{e}_e, \rho_g C_p T_g$. Here the first 6 variables are the densities of the considered species: $e$ – electrons, $\text{Ar}^+$ – argon ions, $\text{Ar}^2_2$ – argon molecular ions, $\text{Ar}(4s)$ – all 4s levels considered as a single lumped excitation level, $\text{Ar}(4p)$ – all 4p levels considered as a single lumped excitation level, and $\text{Ar}^*$ – which includes $\text{Ar}_2(1\Sigma_u^+)$ and $\text{Ar}_2(3\Sigma_u^+)$ excited molecules. $\bar{e}_e$ is the averaged electron energy, $\rho_g$ is the gas density, $C_p$ is the gas heat capacity and $T_g$ is the gas temperature. $\nu_{\text{elong}}$ has a unit of frequency [1/s] but it is related to the elongation speed of the plasma channel. Below we give more details about the definition of $\nu_{\text{elong}}$ and its relation to the real convection process.

Let us consider an elementary domain with volume $\Omega$ and length $l$ in the direction of elongation. As a result of the elongation with speed $v_{\text{elong}}$ for time $dt$, the plasma channel length will increase with $dl = v_{\text{elong}}dt$, and the domain volume will increase with $d\Omega = dS_{\text{tr}}$, where $S_{\text{tr}}$ is the transverse cross section of the plasma channel. If we take into account that for some variables there is a minimum (background) value ($\alpha_{\text{bg}}$) different from zero (like for example the gas temperature $T_g = 293$ K) we can express the variation (reduction) of the conserved variable $\alpha$ as the difference between the initial ($\alpha$) and the value after elongation $\alpha_{\text{elong}}$:

\[
d\alpha = \alpha_{\text{elong}} - \alpha = \frac{\alpha \Omega + \alpha_{\text{bg}} d\Omega}{\Omega + d\Omega} - \alpha = -\frac{(\alpha - \alpha_{\text{bg}}) d\Omega}{\Omega + d\Omega} \approx -\frac{(\alpha - \alpha_{\text{bg}}) d\Omega}{\Omega}
\]

\[
-\frac{(\alpha - \alpha_{\text{bg}}) d\Omega}{\Omega} = - (\alpha - \alpha_{\text{bg}}) \frac{dl}{l} = - (\alpha - \alpha_{\text{bg}}) v_{\text{elong}} \frac{dt}{l}
\]

(1)

where we have used that the variables are conserved i.e. $\alpha \Omega + \alpha_{\text{bg}} d\Omega = \alpha_{\text{elong}} (\Omega + d\Omega)$ and the fact that $d\Omega \ll \Omega$. Thus for the effective loss term due to convection we obtain:

\[
\frac{d\alpha}{dt} = - (\alpha - \alpha_{\text{bg}}) v_{\text{elong}} / l = - (\alpha - \alpha_{\text{bg}}) \nu_{\text{elong}}
\]

(2)

In our simulations $\nu_{\text{elong}}$ is constant (a parameter) in every model run. Since the length of the plasma channel increases in time, this means that the elongation speed will increase in time too. Note that $\nu_{\text{elong}}$ is taken as a constant not only in time but also in space and it is the same in the whole domain. In reality probably this is not exactly true...
since the gas velocity is different in the different regions – close to the walls and at the discharge axis.

The above approach allows us approximately to take into account the convection processes in the gliding discharge while representing the plasma channel by using a 2D axisymmetric model. In the model, we take $\alpha_{bg}$ to be zero for all variables except for the gas temperature: $T_{g, bg} = 293$ K. Note that this approach allows also the derivation of a steady state solution which corresponds to an infinite expansion of the discharge. Although in this work we will present results for the axially symmetric geometry for a time of 200 $\mu$s, the steady state solution obtained in this way is rather close to the solution at 200 $\mu$s and usually the difference is less than 30%.

The geometry considered in this model is presented in figure 1(a). It is a simple rectangle with 6 mm distance between the electrodes.

![Figure 1](image)

**Figure 1.** Geometries considered in the models: (a) 2D axisymmetric and (b) 2D Cartesian model geometries.

The argon chemistry used is the same as in [5]. Note that in [5] there is a typing error in table 2 process 26: the rate coefficient is $2.5 \times 10^{-44}$ m$^6$/s and not $3.3 \times 10^{-44}$ m$^6$/s as it is written.

### 2.2. 2D Cartesian model

The Cartesian model is the same as the Cartesian model presented in [5]. It considers the same argon chemistry, equations and boundary conditions. The only difference is the slightly reduced geometry – we use the same electrode shape again with minimum distance between them of 3.2 mm but the domain is reduced in the $z$ direction since in this work we will not consider a whole cycle of the discharge gliding. The geometry modification allows the reduction of the computational time.
In both models, the external circuit is represented by a fixed voltage source $V_{\text{source}} = 3700$ V and serially connected resistor $R_b$.

Note that in the models, due to the relatively low current values considered here, we have neglected the effect of the electrode sputtering and evaporation on the discharge operation. In [5] we have shown that the electrode remains relatively cold.

3. Results and discussions

The discussion and presentation of the obtained results will start with the axisymmetric model since it allows to better demonstrate some of the properties of the two discharges. The conditions of the simulations are again similar to the reference experiment [6, 7], i.e., an atmospheric pressure argon discharge with current of about 31 mA and gas flow of 10 L/min.

3.1. Quasi-gliding cylindrical DC discharge in 2D axisymmetric geometry

All presented results here are at time $t = 200 \mu s$ which corresponds approximately to the initial stages of discharge gliding, i.e. to the second frame in the photographs included in figure 2 of [6]. The value of $\nu_{\text{elong}}$ is a parameter which will be varied in the different simulations but in order to have more realistic conditions we estimate it roughly from the fast photographs presented in [6]. Immediately after the gas breakdown at the shortest electrode distance, the elongation velocity is estimated to be around $\nu_{\text{elong}} = 35$ m/s for a length of approximately 7 mm and thus we take $\nu_{\text{elong}} = 5$ kHz as a reference value.

In figure 2 we present results for the electron density $n_e$ for both regimes. The simulation parameters are noted in the figure caption. The glow and arc regimes are obtained by switching off the field and secondary electron emission respectively. This is done by modification of the two parameters FEF and $\gamma_s$ as noted in the figure caption. The ballast resistor is slightly different in both cases in order to provide the same discharge current $I_{\text{ga}} = 31$ mA, which is similar to the typical experimental value [6].

Visually both discharges differ mainly in the cathode region and they are very similar in the rest of the domain. The difference in the cathode region is expected because of the different electron emission process, which modifies the cathode fall region. In the case of an arc with field emission (figure 2(a)) the current near the cathode is concentrated in a tiny channel and a small cathode spot is formed in order to provide the strong electric field needed for efficient field emission. In the case of a glow discharge (figure 2(b)), the cathode spot is much wider in order to provide a large enough surface for the ion-induced secondary electron emission.

The similarities and the differences could be better seen with 1D plots of the plasma parameters. The electric potential along the symmetry axis ($r=0$) is plotted in figure 3. The small plots inside the figure are a zoom on the electrode regions. The profiles are practically identical in the anode region and the bulk plasma, and they differ in the cathode region only. The cathode fall in the arc is in the order of 15 V while for the
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Figure 2. Electron density distribution, calculated with the axisymmetric model in the case of an arc (a) and a glow (b) discharge at $t = 0.2$ ms. The following simulation parameters are used: a) $I_{ga} = 31$ mA, FEF = 200, $\gamma_s = 0$, $R_b = 115.5$ k$\Omega$, $\nu_{elong} = 5$ kHz; b) $I_{ga} = 31$ mA, FEF = 0, $\gamma_s = 0.02$, $R_b = 110$ k$\Omega$, $\nu_{elong} = 5$ kHz. The anode is found at $z = 0$, whereas the cathode is positioned at $z = 6$ mm.

Figure 3. Electric potential profiles along the symmetry axis ($r = 0$). The simulation conditions are the same as in figure 2.

glow discharge it is around 190 V.

The electron density profiles along the symmetry axis (figure 4) show differences again only in the cathode region. A similar behavior is observed also for the other
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Figure 4. Electron density along the symmetry axis \((r = 0)\). The simulation conditions are the same as in figure 2.

Figure 5. Radial distribution of the electron density and gas temperature at \(z = 3\) mm (i.e., in the middle between cathode and anode). The simulation conditions are the same as in figure 2.

In figure 5 the radial variation of \(n_e\) and \(T_g\) at \(z = 3\) mm (i.e., in the middle between cathode and anode) shows practically overlapping results for both regimes.

Overall, the results show that only a small region around the cathode is really different in the case of glow and arc discharges. For the conditions considered here, the typical size of this region is around 0.5 mm. If we compare this size with the plasma channel length, which is at least several millimeters even at the shortest interelectrode distance, we can conclude that there is no considerable difference in the produced plasma in both cases. The plasma channel, outside the near-electrode regions, does not depend on the cathode emission process and it is practically the same. Note also that the plasma channel shows relatively local behavior – if the discharge current is the same, the central regions of the plasma channel remain the same, regardless of the discharge length. This conclusion is especially important when we consider the gliding discharge
in the framework of gas treatment. We could expect that if both discharges have similar length and shape, they will have similar impact on the treated gas.

If we return back to figure 3 we can notice that the two discharges have rather different applied voltage, producing a similar plasma conducting the same current. For the glow regime, the discharge voltage is $V_d = 299$ V, while for the arc it is only $V_d = 122$ V. This means also a very different total power: $9.17$ W and $3.78$ W, respectively. Apparently, the higher power value for the glow discharge is related to the much higher cathode fall (around 190 V). Therefore, practically the same amount of plasma is produced by very different power values. This difference is of practical importance when using the gliding discharge in applications where the power efficiency is a key issue, like for example CO$_2$ decomposition on an industrial scale.

Note that a similar behavior was also observed in experiments. In [4] both gliding arc and glow discharges in air have been studied. The voltage waveforms in [4] show that 1 ms after the breakdown the glow discharge voltage is around 400 V (figure 3 in [4]) while it is nearly 200 V in the case of an arc discharge (figure 8 in [4]). Thus, this behavior is not specific for our model conditions (argon discharge with 31 mA current) but it is a more general trend stemming from the electron emission process at the cathode.

In [4] the different regimes were achieved by modifying the surface properties of the electrodes. In order to observe a glow discharge, the electrodes were well conditioned, while they were unconditioned for the arc discharge. This is in agreement with our modeling approach. A well-conditioned electrode, i.e., polished and cleaned, corresponds to a field enhancement factor close to 1 (FEF $\sim 1$) and thus the electric field is not strong enough to drive the field emission and the discharge is sustained by secondary electron emission (SEE) – thus a glow discharge. If the electrodes are not pre-treated, then usually FEF $> 100$ because of surface protrusions and impurities [8] causing a local amplification of the electric field which could be sufficient for field emission. Note that in terms of efficiency, the field emission (FE) is much more effective than the secondary electron emission – in FE, several electrons are emitted per single ion while for SEE, only one electron is emitted for many ions reaching the cathode.

The results in [4] also comply with the mechanism of the arc gliding we have described in [5] and which are also observed in other experiments [6, 9, 10]. In [5] we stressed that in the case of an arc discharge, the presence of emitting centers (protrusions or impurities) modifies the arc gliding to a jumping motion of the cathode spot, as also observed in figure 8 in [4].

We have also compared the obtained discharge voltages with the experimental data available in [6] and additional data obtained by private communication with the authors of [6]. The data inspection shows discharge voltage values relatively close to the obtained one - in the order of 80-160 V in the experiments versus 122 V in the model. Note however that the comparison is not completely reliable because of technical difficulties in finding the exact correspondence between the voltage/current signal and the fast photographs in [6, 7].
In order to further generalize our study, we have modeled the two discharge regimes without gas heating, i.e. keeping the gas at room temperature. This extends our conclusions to gases which are not so much prone to contraction as is the case for an argon discharge. The results show the same behavior – the plasma parameters differ only near the cathode surface.

3.2. Comparison between arc and glow gliding discharge within a 2D Cartesian geometry.

The above results show that if the plasma channels in both regimes have identical shapes and if they are subject to the same convective effects, we observe very similar properties outside the cathode regions. Are there any circumstances under which the above assumptions are violated for the two different regimes of operation? Our study shows that the answer is yes and for certain conditions the different mechanisms of attachment of the plasma channel at the cathode may introduce differences in the plasma channel length and stretching rate. In [5] we have commented that in the arc regime, the cathode spot is firmly attached to the emission center. The attachment point is expected to be a surface protrusion or some kind of contamination, causing a local increase of the electric field and thus providing proper conditions for field electron emission. Without such a field amplification center, our axisymmetric model shows that the discharge tends to operate in a glow regime. However, the different mechanisms of the plasma column attachment to the cathode may change the convective elongation of the plasma column. For example in the case of a glow regime, the 2D Cartesian model shows that the cathode contact point (root) tends to follow the anode contact point (figure 6). This motion is self-consistently calculated within the model and it is determined by the bending of the plasma channel and the resulting increase of the electric field between the cathode and the plasma channel downstream. A similar behavior is observed also in the experiments in air [4].

On the other hand, in the case of an arc operation (figure 7), the plasma channel is firmly attached to the electron emission position and it could remain attached for a long time. The cathode root of the arc moves downstream by new breakdowns [5]. This jumping motion of the arc cathode root is accompanied with jumps (drops) in the discharge voltage due to the fast reduction of the plasma channel length. In [5] we have modeled this kind of movement by artificially initiating new breakdowns between the cathode and the plasma channel, following the movement of the anode root. In this case the resulting displacement of the arc is similar to the glow discharge. However, we should stress that depending on the conditions of the surface (presence of emission centers), the appearance of a new breakdown could be hindered by the lack of such centers and the discharge may remain attached to the same point at the cathode for a long time (figure 7, $t = 0.35$ ms). This causes a more intensive stretching of the arc on the left hand side (the side of the cathode) and it could modify slightly the plasma column there. Moreover, the longer length of the discharge might have a different effect in the
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Figure 6. Electron density distribution, calculated with the 2D Cartesian model in the case of a glow discharge, at different moments in time, as noted in the figure. The following simulation parameters are used: FEF = 1, $\gamma_s = 0.02$, $R_b = 100 \Omega$, $U_s = 3700 \text{ V}$.

In spite of the differences in cathode “gliding” mechanisms and the resulting possible differences in the stretching of the arc, the overall plasma parameters and plasma channel characteristics still remain very similar in both regimes, determined primarily by the discharge current. Figure 8 shows the electron density along the y axis in the middle between cathode and anode. The density profiles coincide exactly at the early stage of the discharge development ($t = 0.05 \text{ ms}$) and are only slightly displaced at the later stages ($t = 0.35 \text{ ms}$) despite the fact that the cathode spot in the arc regime is completely immobile. Note that the same similarity is also observed (not shown here)
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Figure 7. Electron density distribution, calculated with the 2D Cartesian model in the case of an arc discharge, at different moments in time, as noted in the figure. The following simulation parameters are used: FEF = 500, $\gamma_s = 0.02$, $R_b = 106.4 \, \Omega$, $U_s = 3700 \, V$.

for the electron and gas temperatures, for the ion densities, etc.

4. Conclusions

The two different regimes of a gliding arc discharge, i.e., the arc and glow regime, are analyzed by means of 2D fluid models. The use of different models (Cartesian and axisymmetric) allows us to address different aspects of the discharge operation while preserving the computational time and the required resources to reasonable values. The obtained results show that the two regimes of discharge operation produce to a large extent a very similar plasma channel. Substantial differences are observed only in the proximity of the cathode. The differences are caused by the different electron emission mechanisms in both cases. The different properties of the plasma channel attachment to the cathode, however, can cause some differences between the two regimes. In the case of a glow discharge, the cathode root tends to follow the anode root. In the case of an arc
operation, the cathode root usually remains connected to an electron emission center for a "long" period of time and it follows the anode root displacement in a stepwise manner, i.e. with jumps (new breakdowns). The distance between the consecutive spots (between successive "jumps") depends mainly on the surface properties of the cathode. If the cathode root is firmly attached to a certain emission center, the length of the plasma channel becomes much longer compared to the glow regime and this can have a different effect in gas treatment applications. Indeed, the longer length means an increased plasma volume and thus it leads to stronger plasma-gas interaction. Furthermore, also the discharge repetition rate may be affected by the cathode attachment mechanism, which might also affect the gas treatment efficiency.

In summary, the two discharge regimes tend to produce a plasma with similar properties, despite the fact that they consume rather different power. The arc regime seems to be more advantageous in terms of power efficiency due to the more efficient electron emission and the small cathode fall voltage. Moreover, it can produce a longer plasma channel, which can be desirable for certain applications, like gas treatment. However, the arc regime has a more erratic behavior and it is accompanied with sharp voltage drops during the cathode spot "jump", which might have a negative effect on the external circuit, like for example additional power losses in the power supply. The regime that will occur most in practice, and thus, the regime that should be considered in models as being most "realistic", will depend on the operating conditions and on the conditioning of the cathode.
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Appendix A. Model description

This appendix presents only the major governing equations of the models. Detailed description of the models can be found in the accompanying supporting information or in [5]. As noted in section 2, the models consider discharge in argon gas with argon kinetics similar to [5]. The governing equations of the Cartesian model are given below. The particle balance equations are within the drift-diffusion approximation:

\[
\frac{\partial n_s}{\partial t} + \nabla \cdot G_s + (u_g \cdot \nabla)n_s = S_c, \tag{A-1}
\]

where \(n_s\) is the species density, \(G_s\) is the species flux, \(u_g\) is the gas velocity and \(S_c\) is the collision term representing the net number of particles produced or lost in the volume reactions. The index “s” represents all the species considered, except for the argon atoms, i.e. e, Ar\(^+\), Ar\(^+\)_2, Ar (4s), Ar (4p), Ar\(^*\)_2. The argon gas atom density is considered to be constant.

The flux of the different species is expressed in the following way: the electron flux is \(G_e = -D_{e} \nabla (n_e) + \frac{q_e}{|q_e|} \mu_e n_e E\), the ion flux is \(G_s = -D_s \nabla (n_s) + \frac{q_s}{|q_s|} \mu_s n_s E\) and for the neutral species (Ar (4s), Ar (4p) and Ar\(^*\)_2) the flux is only determined by diffusion: \(G_s = -D_s \nabla (n_s)\). In the above expressions, \(D\) is the diffusion coefficient and, \(\mu\) is the mobility of the corresponding species, \(E\) is the electric field vector and \(q_s\) is the charge of the given species type.

The averaged electron energy \(\bar{\varepsilon}_e\) is found by solving

\[
\frac{\partial n_e \bar{\varepsilon}_e}{\partial t} + \nabla \cdot G_{\varepsilon,e} + (u_g \cdot \nabla)n_e \bar{\varepsilon}_e = q_e E . G_e + n_e \Delta \bar{\varepsilon}_e + Q_{bg}, \tag{A-2}
\]

where the electron energy flux is expressed as \(G_{\varepsilon,e} = -D_{\varepsilon,e} \nabla (n_e \bar{\varepsilon}_e) - \mu_{\varepsilon,e} n_e \bar{\varepsilon}_e E\). Here we use the following notations: \(D_{\varepsilon,e}\) is the electron energy diffusion coefficient, \(\mu_{\varepsilon,e}\) is the electron energy mobility and \(\Delta \bar{\varepsilon}_e\) represents the averaged electron energy losses in the different collision events. \(D_{\varepsilon,e}\) and \(\mu_{\varepsilon,e}\) are derived from the electron mobility: \(\mu_{\varepsilon,e} = (5/3) \mu_e\) and \(D_{\varepsilon,e} = (2/3) \mu_{\varepsilon,e} \bar{\varepsilon}_e\). In order to improve the model numerical stability we add a constant background power density \(Q_{bg}\) everywhere in the simulated domain (i.e. the plasma and the neutral gas).

The electric field in the discharge is calculated with the Poisson equation:

\[
\Delta \Phi = -\rho_q / \varepsilon_0, \tag{A-3}
\]
where $\Phi$ is the electric potential, $\rho_q$ is the charge density and $\varepsilon_0$ is the vacuum dielectric permittivity.

An approximate solution for the gas flow velocity is obtained by solving the incompressible Navier-Stokes equations for a Newtonian fluid excluding the inertial term, i.e. in the regime of Stokes flow:

$$
\rho_g \frac{\partial \mathbf{u}_g}{\partial t} = \nabla \cdot \left(-p_g \mathbf{I} + \mu_g (\nabla \mathbf{u}_g + (\nabla \mathbf{u}_g)^T)\right),
$$

$$
\rho_g \nabla \cdot \mathbf{u}_g = 0,
$$

where $\rho_g$ is the gas density, $p_g$ is the gas pressure, $\mu_g$ is the gas viscosity, $\mathbf{I}$ is the unit matrix and the superscript T stands for the tensor transpose operation.

The gas (heavy species) temperature is derived by solving the gas thermal balance

$$
\rho_g C_p \frac{\partial T_g}{\partial t} + \rho_g C_p \mathbf{u}_g \cdot \nabla T_g - \nabla \cdot (k_g \nabla T_g) = Q_g,
$$

where $C_p$ is the gas heat capacity of Ar, $k_g$ is the Ar thermal conductivity and $Q_g$ is a heat source, which in our case results from the plasma heating. This includes all the energy lost by the electrons in elastic and inelastic collisions, which is assumed to be finally transferred to the gas, as well as the energy transferred from the ions to the gas. The ions gain energy from the electric field. The total gas heat source is thus expressed as:

$$
Q_g = \frac{3m_e m_{Ar}}{m_e + m_{Ar}} n_e n_{Ar} k_1 e (T_e - T_g) + \sum_i \Delta \varepsilon_i k_i n_e n_{i-t} + \mathbf{j}_{ion} \cdot \mathbf{E},
$$

where the first term represents the electron energy losses due to elastic collisions with rate coefficient $k_1$, the second term represents the sum of all electron energy losses due to inelastic collisions with energy loss $\Delta \varepsilon_i$, rate coefficient $k_i$ and collision target density $n_{i-t}$ for the i-th process, and the third term is the ion heating being the scalar product of the total ion current density $\mathbf{j}_{ion}$ and the electric field $\mathbf{E}$.

The axisymmetric plasma model used here is based on equations (A-1), (A-2), (A-3) and (A-6), i.e. the same set of equations as the Cartesian model but excluding the gas flow description. As explained in section 2, the gas flow effect is replaced here by the addition of an effective loss terms in all balance equations (i.e. all except in the Poisson equation).
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1. Argon kinetics

The argon kinetics taken into account in this work is similar to [1]. The model considers the following species: e – electrons, Ar – Argon atoms, Ar$^+$ – Argon ions, Ar$_2^+$ – Argon molecular ions, Ar (4s) – all 4s levels considered as a single lumped excitation level, Ar (4p) – all 4p levels considered as a single lumped excitation level, and Ar$^*$ – which includes Ar$_2$($^1\Sigma^+_u$) and Ar$_2$($^3\Sigma^+_u$) excited molecules. The different processes considered in both models are listed in tables 1 and 2, along with the corresponding references for the rate coefficients and cross sections.

2. Cartesian model

The two models consider a slightly different set of equations, which is related to their specific aim and geometry. The 2D axisymmetric model considers the particle balance equations, the electron energy balance equation and the gas thermal balance. The 2D Cartesian model, on the other hand, considers the particle balance equations, the electron energy balance, the gas thermal balance and the Navier-Stokes equations for the gas flow description. In the following text we describe the equations used in the Cartesian model, as well as the boundary condition.

2.1. Particle balance equations

We use the drift-diffusion approximation and we solve the well-known particle balance equation:

$$\frac{\partial n_s}{\partial t} + \nabla \cdot G_s + (u_g \cdot \nabla) n_s = S_c,$$  \hspace{1cm} (1)$$

where $n_s$ is the species density, $G_s$ is the species flux, $u_g$ is the gas velocity and $S_c$ is the collision term representing the net number of particles produced or lost in the volume reactions included in tables 1 and 2. The index ”$s$” represents all the species considered,
Table 1. Electron collisions included in the model.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R1) e + Ar → e + Ar</td>
<td>BS^a</td>
<td>[2]</td>
</tr>
<tr>
<td>(R2) e + Ar → e + Ar(4s)</td>
<td>BS</td>
<td>[2]</td>
</tr>
<tr>
<td>(R3) e + Ar → e + Ar(4p)</td>
<td>BS</td>
<td>[2]</td>
</tr>
<tr>
<td>(R4)^ b e + Ar → e + Ar(4d)</td>
<td>BS</td>
<td>[2]</td>
</tr>
<tr>
<td>(R5) e + Ar → 2e + Ar^+</td>
<td>BS</td>
<td>[2]</td>
</tr>
<tr>
<td>(R6) e + Ar(4s) → e + Ar(4p)</td>
<td>BS</td>
<td>[3]</td>
</tr>
<tr>
<td>(R7) e + Ar(4s) → 2e + Ar^+</td>
<td>BS</td>
<td>[4]</td>
</tr>
<tr>
<td>(R8) e + Ar(4p) → 2e + Ar^+</td>
<td>BS</td>
<td>[4]</td>
</tr>
<tr>
<td>(R9) e + Ar(4s) → e + Ar</td>
<td>BS, DB^c</td>
<td>[2]</td>
</tr>
<tr>
<td>(R10) e + Ar(4p) → e + Ar</td>
<td>BS, DB</td>
<td>[2]</td>
</tr>
<tr>
<td>(R11) e + Ar(4p) → e + Ar(4s)</td>
<td>BS, DB</td>
<td>[3]</td>
</tr>
<tr>
<td>(R12) Ar^+ + 2e → Ar + e</td>
<td>k(m^6/s) = 8.75 × 10^{-39} T_e^{-4.5}(eV)</td>
<td>[5]</td>
</tr>
<tr>
<td>(R13) Ar^+ + e → Ar + Ar + e</td>
<td>k(m^6/s) = 1.5 × 10^{-40} (T_e(K)/300)^{-2.5}</td>
<td>[6]</td>
</tr>
<tr>
<td>(R14) Ar^+_2 + e → Ar^+_2 + Ar + e</td>
<td>k(m^3/s) = 1.11 × 10^{-12} exp \left(-\frac{2.94 - 3(T_e(eV) - 0.026)}{T_e(eV)}\right)</td>
<td>[7]</td>
</tr>
<tr>
<td>(R15) Ar^+_2 + e → Ar + Ar + Ar(4s)</td>
<td>k(m^3/s) = 1.04 × 10^{-12} [300/T_e(K)]^{0.67} \frac{1 - \exp[-418/T_e(K)]}{1 - 0.31 \exp[-418/T_e(K)]}</td>
<td>[8, 9]</td>
</tr>
<tr>
<td>(R16) Ar^+_2 + e → e + Ar(4p) + 2e</td>
<td>k(m^3/s) = 9 × 10^{-14} [T_e(eV)]^{0.7} \exp[-3.66/T_e(eV)]</td>
<td>[10]</td>
</tr>
<tr>
<td>(R17) Ar^+_2 + e → 2Ar + e</td>
<td>k(m^3/s) = 1 × 10^{-15}</td>
<td>[10]</td>
</tr>
</tbody>
</table>

^a Boltzmann solver: The rate coefficients are calculated from the corresponding cross sections, based on the solution of the Boltzmann equation with BOLSIG+ [11].

^b This process is included only as an energy loss channel without considering the conservation equation for Ar(4d)


Table 2. Heavy species collisions and radiative transitions included in the model.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate coefficient/collision frequency</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R18) Ar(4s) + Ar(4s) → Ar^+_2 + e</td>
<td>k(m^3/s) = \frac{1}{2}6.3 × 10^{-16} (T_g(K)/300)^{-1/2}</td>
<td>[13]</td>
</tr>
<tr>
<td>(R19) Ar(4s) + Ar(4s) → Ar^+_2 + Ar + e</td>
<td>k(m^3/s) = 1.62 × 10^{-16} (T_g(K))^{1/2}</td>
<td>[14]</td>
</tr>
<tr>
<td>(R20) Ar(4s) + Ar(4p) → Ar^+_2 + Ar + e</td>
<td>k(m^3/s) = 1.62 × 10^{-16} (T_g(K))^{1/2}</td>
<td>[14]</td>
</tr>
<tr>
<td>(R21) Ar(4p) + Ar(4p) → Ar^+_2 + Ar + e</td>
<td>k(m^3/s) = 1.62 × 10^{-16} (T_g(K))^{1/2}</td>
<td>[14]</td>
</tr>
<tr>
<td>(R22) Ar(4p) + Ar → Ar(4s) + Ar</td>
<td>k(m^3/s) = 5 × 10^{-18}</td>
<td>[15]</td>
</tr>
<tr>
<td>(R23) Ar^+_2 + 2Ar → Ar^+_2 + Ar + e</td>
<td>k(m^3/s) = 2.5 × 10^{-43} (T_g(K)/300)^{-3/2}</td>
<td>[15]</td>
</tr>
<tr>
<td>(R24) Ar^+_2 + Ar → Ar^+_2 + 2Ar</td>
<td>k(m^3/s) = \frac{6.06 \times 10^{-12}}{T_g(K)^{3/2}} \exp \left(\frac{-1.51 \times 10^4}{T_g(K)}\right)</td>
<td>[7]</td>
</tr>
<tr>
<td>(R25) Ar(4s) + 2Ar → Ar^+_2 + Ar</td>
<td>k(m^3/s) = 3.3 × 10^{-44}</td>
<td>[10]</td>
</tr>
<tr>
<td>(R26) Ar(4p) + 2Ar → Ar^+_2 + Ar</td>
<td>k(m^3/s) = 2.5 × 10^{-44}</td>
<td>[15]</td>
</tr>
<tr>
<td>(R27) Ar^+_2 + Ar^+_2 → Ar^+_2 + 2Ar + e</td>
<td>k(m^3/s) = 5 × 10^{-16} (T_g(K)/300)^{1/2}</td>
<td>[15]</td>
</tr>
<tr>
<td>(R28) Ar^+_2 + Ar(4s) → Ar^+_2 + Ar + e</td>
<td>k(m^3/s) = 6 × 10^{-16} (T_g(K)/300)^{1/2}</td>
<td>[15]</td>
</tr>
<tr>
<td>(R29) Ar(4s) → Ar + h\nu</td>
<td>\nu_{c(s-1)} = g_{c(s)} \times 3.145 \times 10^8</td>
<td>[14]</td>
</tr>
<tr>
<td>(R30) Ar(4p) → Ar(4s) + h\nu</td>
<td>\nu_{c(s-1)} = 4.4 \times 10^7</td>
<td>[14]</td>
</tr>
<tr>
<td>(R31) Ar^+_2 → 2Ar + h\nu</td>
<td>\nu_{c(s-1)} = 6 \times 10^7</td>
<td>[10]</td>
</tr>
</tbody>
</table>

^a g_{c(s)} = (1.15/\pi) \sqrt(\lambda_{4s}/(6H)), where \lambda_{4s} = 105.7 nm and H is a characteristic dimension of the reactor, i.e., taken as H = 3 mm in our case.
except for the argon atoms, i.e. e, Ar\(^+\), Ar\(_{2}^{+}\), Ar (4s), Ar (4p), Ar\(_{2}^{*}\). The argon gas atom density is considered to be constant.

The flux of the different species is expressed in the following way: the electron flux is

\[
G_{e} = -D_{e} \nabla (n_{e}) + \frac{q_{e}}{|q_{e}|} \mu_{e} n_{e} E,
\]

the ion flux is

\[
G_{s} = -D_{s} \nabla (n_{s}) + \frac{q_{s}}{|q_{s}|} \mu_{s} n_{s} E
\]

and for the neutral species (Ar (4s),Ar (4p) and Ar\(_{2}^{*}\)) the flux is only determined by diffusion: \(G_{s} = -D_{s} \nabla (n_{s})\). In the above expressions, \(D\) is the diffusion coefficient and, \(\mu\) is the mobility of the corresponding species, \(E\) is the electric field vector and \(q\) is the charge of the given species type.

The transport coefficients used in the models are as follows: \(\mu_{e}\) is derived from BOLSIG+ and the \(\text{Ar}^{+}\) mobility is defined as in [16]:

\[
\mu_{\text{Ar}^{+}} = 1.01 \times 10^{5} \frac{T_{g}(K)}{p_{g}(\text{Pa})} \frac{1.52 \times 10^{-4}}{(\text{m}^{2}\text{V}^{-1}\text{s}^{-1})},
\]

where \(p_{g}\) is the gas pressure and \(T_{g}\) is the gas temperature. The latter expression is also used for the molecular ion mobility with a certain correction factor [16], i.e. \(\mu_{\text{Ar}_{2}^{+}} = 1.2 \times \mu_{\text{Ar}^{+}}\). The electron and ion diffusion coefficients are derived from their corresponding mobilities based on the Einstein relation. The \(\text{Ar} (4s)\) diffusion coefficient is defined according to [17] as

\[
D_{\text{Ar}(4s)} = (1/n_{\text{Ar}})1.16 \times 10^{20}(T_{\text{Ar}(4s)}(K)/300)^{1/2} \text{ (m}^{2}\text{/s)},
\]

2.2. Averaged electron energy balance

The averaged electron energy is found by solving

\[
\frac{\partial n_{e} \bar{\varepsilon}_{e}}{\partial t} + \nabla \cdot G_{\bar{\varepsilon},e} + (u_{g} \cdot \nabla) n_{e} \bar{\varepsilon}_{e} = q_{e} E \cdot G_{e} + n_{e} \Delta \bar{\varepsilon}_{e} + Q_{bg},
\]

where the electron energy flux is expressed as \(G_{\bar{\varepsilon},e} = -D_{\bar{\varepsilon},e} \nabla (n_{e} \bar{\varepsilon}_{e}) - \mu_{\bar{\varepsilon},e} n_{e} \bar{\varepsilon}_{e} E\). Here we use the following notations: \(\bar{\varepsilon}_{e}\) is the electron averaged energy (averaged over the energy distribution function), \(D_{\bar{\varepsilon},e}\) is the electron energy diffusion coefficient, \(\mu_{\bar{\varepsilon},e}\) is the electron energy mobility and \(\Delta \bar{\varepsilon}_{e}\) represents the averaged electron energy losses in the different collision events. \(D_{\bar{\varepsilon},e}\) and \(\mu_{\bar{\varepsilon},e}\) are derived from the electron mobility: \(\mu_{\bar{\varepsilon},e} = (5/3) \mu_{e}\) and \(D_{\bar{\varepsilon},e} = (2/3) \mu_{e} \varepsilon_{e}\). In order to make the numerical calculations more
stable, we add a constant background power density $Q_{bg}$ everywhere in the simulated domain (i.e. the plasma and the neutral gas). In this way, in the whole domain we artificially sustain a low density plasma ($n_e < 1 \times 10^{16} \text{ m}^{-3}$) with a certain temperature derived self-consistently (around 1.8 eV in the bulk). This power density is low enough so that it does not affect the arc behaviour, which is verified by several simulations with different background power $Q_{bg}$. The presence of background plasma allows us to significantly reduce the gradients in the variables between the arc and the background and thus to reduce the requirements to the discretization grid. The electron density due to this artificial heating is at least 4 orders of magnitude lower than the arc electron density.

### 2.3. Poisson equation

The electric field in the discharge is calculated with the Poisson equation:

$$\nabla \Phi = -\rho_q/\varepsilon_0,$$

(7)

where $\Phi$ is the electric potential, $\rho_q$ is the charge density and $\varepsilon_0$ is the vacuum dielectric permittivity.

### 2.4. Gas flow equations

For a proper description of the gliding arc we need to describe the gas flow which is responsible for the arc displacement. In the experiment considered here [18] the gas is supplied with a small nozzle positioned close to the shortest electrode distance position. With the 2D Cartesian model we are not able to accurately describe the gas flow from the nozzle. Therefore we solve here only a simplified version of the Navier-Stokes equations by adjusting the inlet boundary velocity in order to obtain a gas velocity similar to what is observed in the experiments. A rough estimation of the experimental gas velocity is obtained by examination of the arc displacement shown on successive high-speed photographs [18]. Note that this is, however, not a very accurate method since it is well possible that the arc does not have exactly the same velocity as the gas but slightly lower values [19, 20]. Note that measurements in [20] show that the gas-to-arc velocity ratio is in the order of 1.2-1.3. The equations solved are the incompressible Navier-Stokes equations for a Newtonian fluid excluding the inertial term, i.e. in the regime of Stokes flow:

$$\rho_g \frac{\partial \mathbf{u}_g}{\partial t} = \nabla \cdot (-p_g \mathbf{I} + \mu_g (\nabla \mathbf{u}_g + (\nabla \mathbf{u}_g)^T)),$$

(8)

$$\rho_g \nabla \cdot \mathbf{u}_g = 0,$$

(9)

where $\rho_g$ is the gas density, $p_g$ is the gas pressure, $\mu_g$ is the gas viscosity, $\mathbf{I}$ is the unit matrix and the superscript $T$ stands for the tensor transpose operation. In the model, the Navier-Stokes equations are not solved together with the other equations, because this would yield excessive calculations times, but instead they are solved first separately and then the obtained velocity distribution is used as input data.
2.5. Gas thermal balance

Here we calculate the gas temperature by solving the gas thermal balance

$$\rho g C_p \frac{\partial T_g}{\partial t} + \rho g C_p u_g \nabla T_g - \nabla \cdot (k_g \nabla T_g) = Q_g,$$

where $C_p$ is the gas heat capacity of Ar, $k_g$ is the Ar thermal conductivity and $Q_g$ is a heat source, which in our case results from the plasma heating. This includes all the energy lost by the electrons in elastic and inelastic collisions, which is assumed to be finally transferred to the gas, as well as the energy transferred from the ions to the gas. The ions gain energy from the electric field. The total gas heat source is thus expressed as:

$$Q_g = \frac{3 m_e m_{Ar}}{(m_e + m_{Ar})^2} n_e n_{Ar} k_{1e} (T_e - T_g) + \sum_i \Delta \varepsilon_i k_i n_e n_{i-t} + j_{ion} \cdot E,$$

where the first term represents the electron energy losses due to elastic collisions with rate coefficient $k_{1e}$, the second term represents the sum of all electron energy losses due to inelastic collisions with energy loss $\Delta \varepsilon_i$, rate coefficient $k_i$ and collision target density $n_{i-t}$ for the $i$-th process, and the third term is the ion heating being the scalar product of the total ion current density $j_{ion}$ and the electric field $E$. In the above expression the electron and gas temperatures are expressed in “eV”. Here we neglect the energy loss due to radiation from excited atoms which is estimated to be relatively small (see also the comments in [5], page 277). The major term in equation (7) is usually the elastic energy transfer and only in the cathode layer the second and third terms in the right-hand side become considerable. The reason for the latter is the higher electron temperature in this region, enhancing the excitation processes, as well as the strong electric field which increases the ion velocity and the $(j_{ion} \cdot E)$ term.

In summary, the 2D Cartesian model includes equations (1), (6)-(10).

2.6. Boundary conditions

The boundary conditions (BC) are summarized in table 3 and some further explanation is given below.

The boundary condition for the electron balance equation (1) and the electron energy balance equation (6) at the cathode should include the electron emission processes in addition to the thermal flux. This yields the following BC for the normal electron flux at the cathode [21,22]:

$$n \cdot G_e = \frac{1}{2} v_{e,th} n_e - \left[ \sum_s \gamma_s (G_s \cdot n) + G_{TF} \cdot n \right]$$

and for the normal electron energy flux [22]

$$n \cdot G_{\epsilon,e} = \frac{5}{6} v_{e,th} n_e \varepsilon_e - \left[ \sum_s \gamma_s \varepsilon_{s,sec} (G_s \cdot n) + \varepsilon_{TF} G_{TF} \cdot n \right]$$
Figure 1. Geometries considered in the models:
(a) 2D axisymmetric model geometry with the following boundaries: \(a_e\) - cathode-plasma interface, \(a_a\) - anode, \(a_{axis}\) - axial symmetry axis, \(a_{c,ins}\) - insulation boundary, \(a_{p,ins}\) - insulation boundary for the plasma (zero fluxes).
(b) 2D Cartesian model geometry with the following boundaries: \(c_c\) - cathode, \(c_a\) - anode, \(c_{low}\) - upstream boundary used as a gas inlet, \(c_{up}\) - upper (downstream) boundary providing gas outflow.

In the above expressions \(v_{e,th} = \sqrt{\frac{8k_B T_e}{\pi m_e}}\) is the electron thermal velocity, \(\gamma_s\) is the secondary electron emission coefficient due to ion impact for the two types of ions (\(\text{Ar}^+\) and \(\text{Ar}^{2+}\)) having a normal flux \(G_s\) towards the cathode. Hence, the sum is taken over these two types of ions. \(k_B\) is the Boltzmann constant, \(m_e\) is the electron mass, \(\varepsilon_{s,sec}\) is the averaged energy of the secondary electrons and \(\varepsilon_{TF}\) is the averaged energy of the emitted electrons due to thermo-field emission. The value of \(\gamma_s\) is not known and it is very dependent on the cathode material and surface properties. \(G_{TF}\) is the electron flux due to thermo-field emission. It is known [23] that the combined effect of the thermal and field electron emissions (also denoted as thermo-field (TF) emission) is much stronger compared to the sum of both independent processes. Therefore, we use here the expression for the electron emission current density, which accounts for their combined effect [23]. It is also important to note that in the calculation of the field emission usually not the real normal electric field \(E_n\) is considered but an effective field which is calculated as \(E_{n,\text{eff}} = \text{FEF} \times E_n\). The factor FEF is called "Field enhancement factor" and accounts for the effective enhancement of the field due to surface roughness and sharp protrusions [23]. Similarly to \(\gamma_s\), this factor will be very dependent on a particular experiment and it may even change during the experiments because of surface modification as a results of the arc impact.

For the non-emitting walls (anode and \(c_{up}\)) the BC includes only the thermal
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electron flux:
\[ \mathbf{n} \cdot \mathbf{G}_{e,n} = \frac{1}{2} v_{e,th} n_e \] (14)

The electron energy flux in this case is then:
\[ \mathbf{n} \cdot \mathbf{G}_{e,e} = \frac{5}{6} v_{e,th} n_e \varepsilon_e. \] (15)

The ion flux at the walls, for both the Ar$^+$ and Ar$_2^+$ ions, is found by accounting for their thermal velocity and their drift velocity due to the electric field:
\[ \mathbf{n} \cdot \mathbf{G}_s = \frac{1}{4} v_{s,th} n_s + \max \left( \frac{q_s}{|q_s|} \mu_s n_s \mathbf{E} \cdot \mathbf{n}, 0 \right) \] (16)

where the function “max” returns the maximum of both arguments. In this case it sets the drift flux \( \frac{q_s}{|q_s|} \mu_s n_s \mathbf{E} \cdot \mathbf{n} \) to 0 if it becomes negative, i.e. if the flux is directed towards the plasma domain. The neutral species, i.e. Ar(4s), Ar(4p) and Ar$_2^*$, are supposed to reach the wall due to thermal motion only and thus their BC on the wall is:
\[ \mathbf{n} \cdot \mathbf{G}_s = \frac{1}{4} v_{s,th} n_s \] (17)

where \( s = \text{Ar}(4s), \text{Ar}(4p), \text{Ar}_2^* \).

All these boundary conditions, as well as the other (more simple) boundary conditions, are summarised in tables 3 and 4.

<table>
<thead>
<tr>
<th>eq.</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>6</th>
<th>7</th>
<th>8,9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>variable</td>
<td>( n_e )</td>
<td>( n_{\text{Ar}^+} )</td>
<td>( n_{\text{Ar}_2^+} )</td>
<td>( \bar{\varepsilon}_e )</td>
<td>( \Phi )</td>
<td>( u_g )</td>
<td>( p_g )</td>
</tr>
<tr>
<td>( V_c )</td>
<td>(12)</td>
<td>(16)</td>
<td>(17)</td>
<td>(13)</td>
<td>( \Phi = V_c )</td>
<td>( u_g = 0 )</td>
<td>( T_g = 293 \text{ K} )</td>
</tr>
<tr>
<td>( V_a )</td>
<td>(14)</td>
<td>(16)</td>
<td>(17)</td>
<td>(15)</td>
<td>( \Phi = 0 )</td>
<td>( u_g = 0 )</td>
<td>( T_g = 293 \text{ K} )</td>
</tr>
<tr>
<td>( c_{\text{low}} )</td>
<td>( \mathbf{n} \cdot \alpha = 0; \alpha = \mathbf{G}<em>s; \mathbf{G}</em>{e,e}; \nabla \Phi )</td>
<td>( \mathbf{n} \cdot \mathbf{u}_g = 3 \text{ m/s} )</td>
<td>( T_g = 293 \text{ K} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( c_{\text{up}} )</td>
<td>(14)</td>
<td>( \mathbf{n} \cdot \nabla n_s = 0 )</td>
<td>(15)</td>
<td>( \Phi = 0 )</td>
<td>( p = 101 \text{ kPa} )</td>
<td>( \mathbf{n} \cdot \nabla T_g = 0 )</td>
<td></td>
</tr>
</tbody>
</table>

Finally, we specify certain conditions for the external circuit and the power supply. In both models (Cartesian and Axisymmetric), the external circuit is represented by a fixed voltage source \( V_{\text{source}} = 3700 \text{ V} \) and serially connected resistor \( R_b \).
3. Axisymmetric model

The axisymmetric plasma model used here is based on equations (1), (6), (7) and (10), i.e. the same set of equations as the Cartesian model, the gas flow which is excluded ($u_g = 0$). As explained in the manuscript, the gas flow effect is replaced here by the addition of an effective loss terms in all balance equations (i.e. all except in the Poisson equation). The aim of the additional loss terms is to effectively account for the stretching of the gliding discharge as a result of the gas flow and thus to account for the convective processes. The loss terms is introduced on the right hand side of equations 1, 6 and 10. These terms are introduced as effective loss processes with a constant frequency $\nu_{elong}$, equal for all equations. Thus the loss terms will be proportional to $-\alpha \nu_{elong}$, where $\alpha$ represents the conserved variable i.e. $\alpha = n_e, n_{Ar^+}, n_{Ar(4s)}, n_{Ar(4p)}, n_{Ar^2}, n_{e^*}, \rho_g C_p T_g$. $\nu_{elong}$ has a unit of frequency $[1/s]$ but it is related to the elongation speed of the plasma channel. Below we give more details about the definition of $\nu_{elong}$ and its relation to the real convection process.

Let us consider an elementary domain with volume $\Omega$ and length $l$ in the direction of elongation. As a result of the elongation with speed $\nu_{elong}$ for time $dt$, the plasma channel length will increase with $dl = \nu_{elong} dt$ and the domain volume will increase with $d\Omega = dS_tr$, where $S_tr$ is the transverse cross section of the plasma channel. If we take into account that for some variables there is a minimum (background) value ($\alpha_{bg}$) different from zero (like for example the gas temperature $T_g = 293 K$) we can express the variation (reduction) of the conserved variable $\alpha$ as the difference between the initial ($\alpha$) and the value after elongation $\alpha_{elong}$:

$$d\alpha = \alpha_{elong} - \alpha = \frac{\alpha \Omega + \alpha_{bg} d\Omega}{\Omega + d\Omega} - \alpha = -\frac{(\alpha - \alpha_{bg}) d\Omega}{\Omega + d\Omega} \approx \frac{(\alpha - \alpha_{bg}) d\Omega}{\Omega} = -(\alpha - \alpha_{bg}) \frac{dl}{l} = -(\alpha - \alpha_{bg}) \nu_{elong} \frac{dt}{l}$$

Which is based on the fact that the variables are conserved i.e. $\alpha \Omega + \alpha_{bg} d\Omega = \alpha_{elong} (\Omega + d\Omega)$ and the fact that $d\Omega \ll \Omega$. Thus for the effective loss term due to convection we obtain:

$$\frac{d\alpha}{dt} = -(\alpha - \alpha_{bg}) \nu_{elong} / l = -(\alpha - \alpha_{bg}) \nu_{elong}$$

The above approach allows us approximately to take into account the convection processes in the gliding discharge while representing the plasma channel by using a 2D axisymmetric model. In the model, we take $\alpha_{bg}$ to be zero for all variables except for the gas temperature: $T_{g,bg} = 293 K$.

The geometry considered in this model is presented in figure 1(a). It is a simple rectangle with 6 mm distance between the electrodes.
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