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#### Abstract

In this study we report on a two-dimensional fluid model of a gliding arc discharge in argon. Despite the 3D nature of the discharge, 2D models are found to be capable of providing very useful information about the discharge operation. We employ two models - an axisymmetric and a Cartesian one. We show that for the considered experiment and conditions of a low current arc (around 30 mA ) in argon, there is no significant heating of the cathode surface and the discharge is sustained by field electron emission from the cathode accompanied with the formation of a cathode spot. The obtained discharge power and voltage are relatively sensitive to the surface properties and particularly to the surface roughness, causing effectively an amplification of the normal electric field. The arc body and anode region are not influenced by this and depend mainly on the current value. The gliding of the arc is modelled by means of a 2D Cartesian model. The arc-electrode contact points are analysed and the gliding mechanism along the electrode surface is discussed. Following experimental observations, the cathode spot is simulated as jumping from one point to another. A complete arc cycle is modelled - from initial ignition to arc decay. The results show that there is no interaction between the successive gliding arcs.
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## 1. Introduction

Gliding arc discharges (GAD), also called travelling or sliding arc discharges, have been applied successfully for plasma assisted gas processing in chemistry and environmental protection [1, 2]. In general a GAD is a non-stationary arc discharge between two diverging electrodes submerged in a gas flow. The arc is self-initiated at the shortest electrode distance and pushed by a gas flow toward the diverging electrode region. The arc length grows until the applied voltage becomes insufficient to sustain the extended arc length or until another arc is initiated at the shortest electrode distance. The gas flow is usually enforced by an external gas source or it is produced as a result of the gas
heating and the gas convection (Jacob's ladder discharge [3]). The GAD can operate in a relatively wide range of conditions, i.e. a pressure ranging from a few Torr to atmospheric pressure and above, and an arc current from several milliamperes to tens of amperes. This wide range of possible operation conditions means a wide range of plasma/gas parameters and thus it gives flexibility for the use of a GAD in various applications. The arc could also have rather different properties within the different stages of its travel along the electrodes. For currents of several amperes the initial arc is close to local thermal equilibrium (LTE) while the arc close to extinction is far from LTE. At very low current values ( 100 mA and below) the discharge could have the properties of a glow discharge even at atmospheric pressure [4-7]. The glow-to-arc transition occurs with the rise of the current and the value of this transition depends on the discharge conditions and the gas type. The GAD can be powered by slightly different electrical schemes but all of them are relatively cheap and easy to build, thus being very attractive for industrial application.

In the last 10-20 years there is a growing interest in GADs for plasma chemistry applications [1,2]. Different configurations have been proposed [1] and a considerable number of experimental studies at different conditions have already been reported (see $[1,8]$ and the references therein). GADs used for $\mathrm{CO}_{2}$ reforming are gaining importance in recent years due to their promising energy efficiency [1, 9-11]. In this paper, we present a detailed model of a GAD, to obtain a better insight in its properties and behaviour, in order to improve this application. A good plasma model should give substantial information for the discharge operation and the background chemistry and serve as a tool for further design optimizations.

Building a comprehensive model of a GAD is not a trivial task. There are several reasons for that. First of all, the discharge geometry makes this inherently a 3 D problem and the model can not be reduced to 2 D without relying on certain assumptions. Another difficulty is the discharge ignition accompanied by positive streamer propagation and transition to arc or glow discharge when the cathode is reached by the streamer. This is a rather fast (less than a microsecond) process and it is very difficult to model due to the extreme electric fields at the streamer head and the gas pre-ionization in front of it due to photoionization. A third difficulty arises from the treatment of the electrode phenomena like the cathode spot and its motion along the electrode. The formation of cathode spots is considered as self-organizing phenomena [12] which are heavily studied [13] and there is an ongoing discussion in the literature about their nature and characteristics [12]. They are the result of a concentrated arc current through a very tiny channel near the cathode with a diameter in the order of 20-200 $\mu \mathrm{m}$. Usually they are highly non-stationary structures, moving in a quasi-random way and causing melting and sputtering of the cathode surface. The physics of these phenomena is still under active research [12-14]. From the modelling perspective, the description of such tiny moving current channel is very difficult and certain approximations need to be made. Moreover, the large difference in size between the spot (order of $20-200 \mu \mathrm{~m}$ ) and the whole arc (order of several cm ) requires the use of
an unstructured discretization grid, which should also adapt in time in order to follow the gliding arc motion. In case of low current GAD in glow discharge mode the cathode spot might be wider than the plasma column [4-7] with the corresponding cathode fall region. A fourth complication is that one should also take into account that at least in some stages of the arc evolution, the plasma is not in local thermal equilibrium (LTE) and the electron thermal balance should be considered separately from the heavy species energy balance. Fifth, to make the situation even worse, the plasma description should also be coupled to a gas flow description, which for some experimental set-ups and conditions is more turbulent than laminar. Finally, the arc has a quasi-random highly irregular shape, as is observed in most of the high speed photographs of the discharge, especially at low current conditions. Such behaviour could not be well described by deterministic models like a fluid plasma model, and Monte Carlo-like models should be employed. The latter are however rather expensive from computational point of view.

Probably because of these main reasons, there are not many papers in the literature on GAD modelling [8,9,15-19]. Most of them are based on the relatively simplified well known Elenbaas-Heller equation, assuming an equilibrium plasma. While this certainly is a good approximation for higher current arcs, it is rather questionable for lower current GADs (like the one we consider here) and during the non-equilibrium discharge stage when the arc is long and close to decay. In [16] the treatment is extended to a nonequilibrium plasma based on an analytical relation between the electric field and the electron and gas temperatures. Some of the studies also focus only on the calculation of the discharge electrical parameters [19] or only consider a 0D model in the case of a complex chemistry [9].

Our approach for the GAD modelling is to use a fluid plasma model, considering self-consistently the charged species interaction with the electric field, i.e. solving the species conservation equations together with the Poisson equation. The model is also coupled with the gas flow and gas temperature description, as well as with the cathode heat balance for properly taking into account the electron emission processes. Obviously, solving all these equations in 3D for a complex gas like $\mathrm{CO}_{2}$ is a challenging task even for modern computers. Instead of directly building such a model, we intend to study the GAD by gradually increasing the model complexity. This strategy has several advantages, but mainly it allows us to address different questions with the most suitable models (in a relatively fast way). For example there is no point of studying the general discharge behaviour using a complex gas like $\mathrm{CO}_{2}$, we could do that very well with a much simpler gas and obtain reliable results much faster. We will describe in details our model in section 2 .

In this paper, after presenting our model and the strategies we consider for the GAD modelling, we analyse the general discharge behaviour and the influence of the cathode material properties and particularly the electron emission processes on the results for the arc parameters. For this purpose, we use in first instance a 2D axisymmetric model considering a steady non-gliding arc in argon. Furthermore, we also discuss the arc gliding mechanism by means of a 2D Cartesian model again in argon. In the near future
we intend to extend our 2 D model to 3 D , and compare with experimental measurements. Later we will focus on a GAD model in $\mathrm{CO}_{2}$ and the discharge application for $\mathrm{CO}_{2}$ reforming.

The paper has the following structure: In section 2 we describe in detail the model developed for the GAD description - reaction set, equations and boundary conditions. The results are presented and discussed in section 3, including an analysis of the cathode heating in section 3.1, the influence of the cathode surface properties on the electron emission in section 3.2, analysis of the arc contact points with the electrodes in section 3.3, and demonstration of the arc gliding along the electrodes in section 3.4.

## 2. Model description

### 2.1. Simplifications of the model

The complexity of the gliding arc discharge determines the need of certain simplifications in the model in order to obtain a solution within a reasonable time span with current computing resources. Below we explain the most important simplifications in our model: 1) The first approximation is to use a fluid plasma model for the description of a phenomenon which clearly has a semi-stochastic behaviour. Thus here we will describe some kind of averaged (representative) gliding arc. To do that, we will rely quite often on experimental data for defining effective plasma/arc parameters, like arc velocity, arc length, etc. 2) The streamer stage in the arc ignition will be completely omitted. Instead the arc will be artificially ignited by creating a plasma channel in the very beginning of the gliding arc simulation. Indeed, the real arc ignition is a very short process and in practice it does not influence the arc plasma characteristics. 3) The gas velocity is calculated initially without taking into account the gas heating due to the discharge and the calculated velocity is used as input data for the rest of the model. 4) The ion temperature is assumed to be equal to the gas temperature, which is reasonable for atmospheric pressure discharges. Numerical tests show that the ion temperature differs significantly $(20-30 \%)$ only within the cathode fall, where their motion is determined by the strong electric field. Within the arc body the ion temperature exceeds the gas temperature with less than $15 \%$. 5) The cathode spot motion along the cathode is controlled externally by following the anode arc contact point.

### 2.2. Geometries considered in the model

Despite the considerable number of (reasonable) approximations, the model developed here is still quite elaborate and it couples a self-consistent plasma-field description with the gas flow, gas and electrode heating and current distribution at the cathode. In this work we present results from two 2D models - an axisymmetric model describing a steady arc and a Cartesian model demonstrating the gliding of a " 2 D arc", which is basically an infinite plasma slab. In reality, the gliding arc problem is a 3 D problem and we can only compare quantitatively the results from a 3D model with experiments. However, the 3D
model takes months to compute and requires significant computer resources. Therefore, before going into brute force calculations of the 3D model, we need to verify and test the whole model in 2D. Although the 2D models could provide only approximate results, they are still able to give us very useful qualitative and quantitative information on the discharge physics, and moreover they demonstrate very well the employed modelling strategies.

The gliding arc models developed here include numerous coupled partial differential equations (PDEs) solved with the commercial software COMSOL Multiphysics $\circledR$ (version 4.3a). The software allows a relatively large number of equations to be coupled relatively easily and it comes with sophisticated meshing capabilities. The latter is crucial for the GAD modelling. The plasma model is based on the Plasma Module within COMSOL. In order to be able to verify our results, we model a particular experiment and compare with measured discharge characteristics. Here we consider the geometry and conditions of the experiments published in [20,21], which were also performed in pure argon. The experimental set-up is described in detail in [20] and several important discharge characteristics are measured - electron density, gas temperature, current and voltage signals, as well as fast imaging of the gliding arc. This provides enough input data for our models, like current and voltage signals, and at the same time additional data for verification of the model results, like electron density and gas temperature. As mentioned above, in this work we use two 2D models, considering axisymmetric and Cartesian geometry. Both models are based on the same argon kinetics and similar but a slightly different set of equations, depending on the model specific aim.

The aim of the 2 D axisymmetric model is to provide results for a steady non-gliding arc which we expect to resemble the characteristics of a real gliding arc, but only in the very beginning of the arc evolution and ignoring the convective cooling, i.e. immediately after breakdown at the smallest electrode distance when the arc is only slightly bent by the gas flow. We should stress, however, that the convective cooling at that stage will have a considerable influence on the arc parameters and probably it will cause an enhancement of the arc contraction. Despite these limitations, the model proves to be very useful. It allows us to study the cathode heating and its importance for the arc parameters. As we will show later in subsection 3.1, there is no significant cathode heating for the considered conditions and thus we can safely assume a cold cathode. The axisymmetric model is also an excellent test set-up for the study of the results sensitivity with respect to external parameters which are not well known, like the field enhancement factor (FEF) and the secondary electron emission coefficient. This will be commented in detail in subsection 3.2. The model considers a discharge between two circular plates with 3.2 mm distance between them. The distance corresponds to the shortest distance between the electrodes in the experiments of [20,21]. The geometry is schematically shown in figure 1(a). The figure represents the correct aspect ratio of the simulated geometry. The domain (and cathode) radius is 50 mm and the cathode thickness is 20 mm .


Figure 1. Geometries considered in the models:
(a) 2D axisymmetric model geometry with the following boundaries: $\mathrm{a}_{\mathrm{c}}$ - cathodeplasma interface, $\mathrm{a}_{\mathrm{a}}$ - anode, $\mathrm{a}_{\mathrm{axis}}$ - axial symmetry axis, $\mathrm{a}_{\mathrm{c}, \text { out }}$ - cathode-outer environment interface (room temperature), $a_{c, i n s}$ - insulation boundary, $a_{p, i n s}$ insulation boundary for the plasma (zero fluxes).
(b) 2D Cartesian model geometry with the following boundaries: $\mathrm{c}_{\mathrm{c}}$ - cathode, $c_{a}$ - anode, $c_{\text {low }}$ - upstream boundary used as a gas inlet, $\mathrm{c}_{\mathrm{ins}}$ - insulated (symmetry) boundaries imposing zero normal fluxes, $\mathrm{c}_{\mathrm{up}}$ - upper (downstream) boundary providing gas outflow.

The 2D Cartesian model aims at demonstrating the arc gliding process and qualitatively studying some phenomena specific for the gliding arc, like gliding of the arc contact points along the electrodes, interaction between consecutive arcs, arc cooling due to arc extension as a result of the gas flow, etc. The model considers the exact shape and size of the electrodes used in the experiments [20], but it considers them as infinite in the transverse ( z ) direction (figure 1(b)). Therefore, the arc established in this model does not have a circular cross section as it is in the real experiment, but it is an infinite slab. Despite the non-realistic arc geometry produced here, this model is very useful for studying the different methods of the arc gliding along the electrode surface and it gives valuable results for the discharge operation. The schematic picture in figure 1(b) has the real aspect ratio of the geometry considered in the model. The minimum distance between the electrodes is 3.2 mm , the height of the domain above the electrodes is 90 mm , while its width (boundary $\mathrm{c}_{\mathrm{up}}$ ) is 63 mm . The height of the curved part of the electrodes is 60 mm .

Table 1. Electron collisions included in the model.

| Reaction | Rate coefficient | Reference |
| :---: | :---: | :---: |
| $(\mathrm{R} 1) \mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{e}+\mathrm{Ar}$ | BS ${ }^{\text {a }}$ | [22] |
| $(\mathrm{R} 2) \mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{e}+\mathrm{Ar}(4 \mathrm{~s})$ | BS | [22] |
| (R3) $\mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{e}+\mathrm{Ar}(4 \mathrm{p})$ | BS | [22] |
| (R4) ${ }^{\text {b }} \mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{e}+\operatorname{Ar}(4 \mathrm{~d})$ | BS | [22] |
| (R5) $\mathrm{e}+\mathrm{Ar} \rightarrow 2 \mathrm{e}+\mathrm{Ar}^{+}$ | BS | [22] |
| (R6) $\mathrm{e}+\operatorname{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{e}+\operatorname{Ar}(4 \mathrm{p})$ | BS | [23] |
| $(\mathrm{R} 7) \mathrm{e}+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow 2 \mathrm{e}+\mathrm{Ar}^{+}$ | BS | [24] |
| (R8) $\mathrm{e}+\mathrm{Ar}(4 \mathrm{p}) \rightarrow 2 \mathrm{e}+\mathrm{Ar}^{+}$ | BS | [24] |
| (R9) e $+\operatorname{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{e}+\mathrm{Ar}$ | BS, $\mathrm{DB}^{\text {c }}$ | [22] |
| $(\mathrm{R} 10) \mathrm{e}+\operatorname{Ar}(4 \mathrm{p}) \rightarrow \mathrm{e}+\mathrm{Ar}$ | BS, DB | [22] |
| $(\mathrm{R} 11) \mathrm{e}+\operatorname{Ar}(4 \mathrm{p}) \rightarrow \mathrm{e}+\operatorname{Ar}(4 \mathrm{~s})$ | BS, DB | [23] |
| (R12) $\mathrm{Ar}^{+}+2 \mathrm{e} \rightarrow \mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{6} / \mathrm{s}\right)}=8.75 \times 10^{-39} T_{\mathrm{e}}^{-4.5}(\mathrm{eV})$ | [25] |
| (R13) $\mathrm{Ar}^{+}+\mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{Ar}+\mathrm{Ar}$ | $k_{\left(\mathrm{m}^{6} / \mathrm{s}\right)}=1.5 \times 10^{-40}\left(T_{\mathrm{g}}(\mathrm{K}) / 300\right)^{-2.5}$ | [26] |
| (R14) $\mathrm{Ar}_{2}^{+}+\mathrm{e} \rightarrow \mathrm{Ar}^{+}+\mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=1.11 \times 10^{-12} \exp \left(-\frac{2.94-3(\mathrm{Tg}(\mathrm{eV})-0.026)}{T \mathrm{e}(\mathrm{eV})}\right)$ | [27] |
| (R15) $\mathrm{Ar}_{2}^{+}+\mathrm{e} \rightarrow \mathrm{Ar}+\mathrm{Ar}(4 \mathrm{~s})$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=1.04 \times 10^{-12}\left[300 / T_{\mathrm{e}}(\mathrm{K})\right]^{0.67} \frac{1-\exp [-418 / T \mathrm{~g}(\mathrm{~K})]}{1-0.31 \exp [-418 / \mathrm{gg}(\mathrm{K})]}$ | [28, 29] |
| (R16) $\mathrm{Ar}_{2}^{*}+\mathrm{e} \rightarrow \mathrm{Ar}_{2}^{+}+2 \mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=9 \times 10^{-14}\left[T_{\mathrm{e}}(\mathrm{eV})\right]^{0.7} \exp \left[-3.66 / T_{\mathrm{e}}(\mathrm{eV})\right]$ | [30] |
| (R17) $\mathrm{Ar}_{2}^{*}+\mathrm{e} \rightarrow 2 \mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=1 \times 10^{-15}$ | [30] |

${ }^{\text {a }}$ Boltzmann solver: The rate coefficients are calculated from the corresponding cross sections, based on solution of the Boltzmann equation with BOLSIG+ [31]
${ }^{\mathrm{b}}$ This process is included only as an energy loss channel without considering the conservation equation for $\operatorname{Ar}(4 \mathrm{~d})$
${ }^{\text {c }}$ Detailed balance: The rate coefficients for the superelastic processes are calculated using the detailed balance principle [32] incorporated in BOLSIG+ [31].

### 2.3. Argon kinetics

The argon kinetics taken into account is not very detailed and one can find in the literature much more elaborative argon kinetics. However, the complexity of the discharge itself requires significant computational resources and therefore the chemical kinetics should be limited to a reasonable extent if we aim at reasonable computation times. The model considers the following species: e - electrons, Ar - Argon atoms, $\mathrm{Ar}^{+}-$Argon ions, $\mathrm{Ar}_{2}^{+}$- Argon molecular ions, $\mathrm{Ar}(4 \mathrm{~s})-$ all 4 s levels considered as a single lumped excitation level, $\operatorname{Ar}(4 \mathrm{p})$ - all 4 p levels considered as a single lumped excitation level, and $\mathrm{Ar}_{2}^{*}-$ which includes $\operatorname{Ar}_{2}\left({ }^{1} \Sigma_{u}^{+}\right)$and $\operatorname{Ar}_{2}\left({ }^{3} \Sigma_{u}^{+}\right)$excited molecules. The different processes considered in both models are listed in tables 1 and 2, along with the corresponding references for the rate coefficients and cross sections.

### 2.4. System of equations

The two models consider a slightly different set of equations, which is related to their specific aim and geometry. The 2D axisymmetric model considers the particle balance equations, the electron energy balance equation, the gas and cathode thermal balances and the current conservation at the cathode. The 2D Cartesian model, on the other

Table 2. Heavy species collisions and radiative transitions included in the model.

| Reaction | Rate coefficient/collision frequency | Reference |
| :---: | :---: | :---: |
| (R18) $\operatorname{Ar}(4 \mathrm{~s})+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{Ar}_{2}^{+}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=\frac{1}{2} 6.3 \times 10^{-16}\left(T_{\mathrm{g}}(\mathrm{K}) / 300\right)^{-1 / 2}$ | [33] |
| (R19) $\mathrm{Ar}(4 \mathrm{~s})+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{Ar}^{+}+\mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=1.62 \times 10^{-16}\left(T_{\mathrm{g}}(\mathrm{K})\right)^{1 / 2}$ | [34] |
| (R20) $\mathrm{Ar}(4 \mathrm{~s})+\mathrm{Ar}(4 \mathrm{p}) \rightarrow \mathrm{Ar}^{+}+\mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=1.62 \times 10^{-16}\left(T_{\mathrm{g}}(\mathrm{K})\right)^{1 / 2}$ | [34] |
| $(\mathrm{R} 21) \mathrm{Ar}(4 \mathrm{p})+\mathrm{Ar}(4 \mathrm{p}) \rightarrow \mathrm{Ar}^{+}+\mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=1.62 \times 10^{-16}\left(T_{\mathrm{g}}(\mathrm{K})\right)^{1 / 2}$ | [34] |
| (R22) $\operatorname{Ar}(4 \mathrm{p})+\mathrm{Ar} \rightarrow \mathrm{Ar}(4 \mathrm{~s})+\mathrm{Ar}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=5 \times 10^{-18}$ | [35] |
| (R23) $\mathrm{Ar}^{+}+2 \mathrm{Ar} \rightarrow \mathrm{Ar}_{2}^{+}+\mathrm{Ar}$ | $k_{\left(\mathrm{m}^{6} / \mathrm{s}\right)}=2.5 \times 10^{-43}\left(T_{\mathrm{g}}(\mathrm{K}) / 300\right)^{-3 / 2}$ | [35] |
| (R24) $\mathrm{Ar}_{2}^{+}+\mathrm{Ar} \rightarrow \mathrm{Ar}^{+}+2 \mathrm{Ar}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=\frac{6.06 \times 10^{-12}}{\mathrm{Tg}(\mathrm{K})} \exp \left(-\frac{1.51 \times 10^{4}}{\mathrm{Tg}(\mathrm{K})}\right)$ | [27] |
| (R25) $\mathrm{Ar}\left(4 \mathrm{~s}\right.$ ) $+2 \mathrm{Ar} \rightarrow \mathrm{Ar}_{2}^{*}+\mathrm{Ar}$ | $k_{\left(\mathrm{m}^{6} / \mathrm{s}\right)}=3.3 \times 10^{-44}$ | [30] |
| (R26) $\mathrm{Ar}(4 \mathrm{p})+2 \mathrm{Ar} \rightarrow \mathrm{Ar}_{2}^{*}+\mathrm{Ar}$ | $k_{\left(\mathrm{m}^{6} / \mathrm{s}\right)}=3.3 \times 10^{-44}$ | [35] |
| (R27) $\mathrm{Ar}_{2}^{*}+\mathrm{Ar}_{2}^{*} \rightarrow \mathrm{Ar}_{2}^{+}+2 \mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=5 \times 10^{-16}\left(T_{\mathrm{g}}(\mathrm{K}) / 300\right)^{1 / 2}$ | [35] |
| (R28) $\mathrm{Ar}_{2}^{*}+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{Ar}_{2}^{+}+\mathrm{Ar}+\mathrm{e}$ | $k_{\left(\mathrm{m}^{3} / \mathrm{s}\right)}=6 \times 10^{-16}\left(T_{\mathrm{g}}(\mathrm{K}) / 300\right)^{1 / 2}$ | [35] |
| (R29) $\mathrm{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{Ar}+h \nu$ | $\nu_{c\left(\mathrm{~s}^{-1}\right)}=g_{\mathrm{eff}}^{\mathrm{a}} \times 3.145 \times 10^{8}$ | [34] |
| (R30) $\operatorname{Ar}(4 \mathrm{p}) \rightarrow \operatorname{Ar}(4 \mathrm{~s})+h \nu$ | $\nu_{c\left(s^{-1}\right)}=4.4 \times 10^{7}$ | [34] |
| (R31) $\mathrm{Ar}_{2}^{*} \rightarrow 2 \mathrm{Ar}+h \nu$ | $\nu_{c\left(\mathrm{~s}^{-1}\right)}=6 \times 10^{7}$ | [30] |

${ }^{\text {a }} g_{\text {eff }}=(1.15 / \pi)\left(\lambda_{4 \mathrm{~s}} /(6 H)\right)$, where $\lambda_{4 \mathrm{~s}}=105.7 \mathrm{~nm}$ and $H$ is a characteristic dimension of the reactor, i.e., taken as $H=3 \mathrm{~mm}$ in our case.
hand, considers the particle balance equations, the electron energy balance, the gas thermal balance and the Navier-Stokes equations for the gas flow description. In the following text we describe the equations used, as well as the boundary condition for every model. The axisymmetric model is of course defined in a cylindrical coordinate system and assumes zero azimuthal derivatives of all variables.
2.4.1. Particle balance equations The equations responsible for the plasma description (i.e. particle balance for electrons, the various ions and excited species, and electron energy balance) are the same in both models. We use the drift-diffusion approximation and we solve the well-known particle balance equation:

$$
\begin{equation*}
\frac{\partial n_{s}}{\partial t}+\nabla \cdot \boldsymbol{G}_{\mathrm{s}}+\left(\boldsymbol{u}_{\mathrm{g}} \cdot \nabla\right) n_{s}=S_{\mathrm{c}} \tag{1}
\end{equation*}
$$

where $n_{s}$ is the species density, $\boldsymbol{G}_{\mathrm{s}}$ is the species flux, $\boldsymbol{u}_{\mathrm{g}}$ is the gas velocity and $S_{c}$ is the collision term representing the net number of particles produced or lost in the volume reactions included in tables 1 and 2 . The index " $s$ " represents all the species considered, except for the argon atoms, i.e. e, $\mathrm{Ar}^{+}, \mathrm{Ar}_{2}^{+}, \operatorname{Ar}(4 \mathrm{~s}), \mathrm{Ar}(4 \mathrm{p}), \mathrm{Ar}_{2}^{*}$. The argon gas atom density is considered to be constant.

The flux of the different species is expressed in the following way: the electron flux is

$$
\begin{equation*}
\boldsymbol{G}_{\mathrm{e}}=-D_{e} \nabla\left(n_{e}\right)+\frac{q_{e}}{\left|q_{e}\right|} \mu_{e} n_{e} \boldsymbol{E} \tag{2}
\end{equation*}
$$

the ion flux is

$$
\begin{equation*}
\boldsymbol{G}_{\mathrm{s}}=-D_{s} \nabla\left(n_{s}\right)+\frac{q_{s}}{\left|q_{s}\right|} \mu_{s} n_{s} \boldsymbol{E} \tag{3}
\end{equation*}
$$

and for the neutral species $\left(\operatorname{Ar}(4 \mathrm{~s}), \operatorname{Ar}(4 \mathrm{p})\right.$ and $\left.\mathrm{Ar}_{2}^{*}\right)$ the flux is only determined by diffusion: $\boldsymbol{G}_{\mathrm{s}}=-D_{s} \nabla\left(n_{s}\right)$. In the above expressions, $D$ is the diffusion coefficient and, $\mu$ is the mobility of the corresponding species, $\boldsymbol{E}$ is the electric field vector and $q_{s}$ is the charge of the given species type.

The transport coefficients used in the models are as follows: $\mu_{e}$ is derived from BOLSIG+ and the $\mathrm{Ar}^{+}$mobility is defined as in [36]:

$$
\begin{equation*}
\mu_{\mathrm{Ar}^{+}}=\frac{1.01 \times 10^{5}}{p_{\mathrm{g}}(\mathrm{~Pa})} \frac{T_{g}(K)}{273.16} 1.52 \times 10^{-4}\left(\mathrm{~m}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}\right) \tag{4}
\end{equation*}
$$

where $p_{\mathrm{g}}$ is the gas pressure and $T_{\mathrm{g}}$ is the gas temperature. The latter expression is also used for the molecular ion mobility with a certain correction factor [36], i.e. $\mu_{\mathrm{Ar}_{2}^{+}}=1.2 \times \mu_{\mathrm{Ar}^{+}}$. The electron and ion diffusion coefficients are derived from their corresponding mobilities based on the Einstein relation. The $\operatorname{Ar}$ (4s) diffusion coefficient is defined according to [37] as

$$
\begin{equation*}
D_{\operatorname{Ar}(4 \mathrm{~s})}=\left(1 / n_{\mathrm{Ar}}\right) 1.16 \times 10^{20}\left(T_{\mathrm{Ar}(4 \mathrm{~s})}(K) / 300\right)^{1 / 2} \quad\left(\mathrm{~m}^{2} / \mathrm{s}\right), \tag{5}
\end{equation*}
$$

and for the diffusion coefficients of $\operatorname{Ar}(4 \mathrm{p})$ and $\mathrm{Ar}_{2}^{*}$, due to the lack of literature data, we assume the same expression as for $\operatorname{Ar}(4 \mathrm{~s})$. This might look as a very rough approximation especially for $\mathrm{Ar}_{2}^{*}$, but it does not affect significantly the final results because the diffusion terms in the balance equations for $\operatorname{Ar}(4 \mathrm{p})$ and $\mathrm{Ar}_{2}^{*}$ remain negligible compared to the reaction terms. We also assume that the temperature of all heavy species is equal to the gas temperature $\left(T_{\mathrm{g}}\right)$.
2.4.2. Averaged electron energy balance The averaged electron energy is found by solving

$$
\begin{equation*}
\frac{\partial n_{e} \bar{\varepsilon}_{e}}{\partial t}+\nabla \cdot \boldsymbol{G}_{\varepsilon, \mathrm{e}}+\left(\boldsymbol{u}_{\mathrm{g}} \cdot \nabla\right) n_{e} \bar{\varepsilon}_{e}=q_{e} \boldsymbol{E} \cdot \boldsymbol{G}_{\mathrm{e}}+n_{e} \triangle \bar{\varepsilon}_{e}+Q_{\mathrm{bg}} \tag{6}
\end{equation*}
$$

where the electron energy flux is expressed as $\boldsymbol{G}_{\varepsilon, \mathrm{e}}=-D_{\varepsilon, e} \nabla\left(n_{e} \bar{\varepsilon}_{e}\right)-\mu_{\varepsilon, e} n_{e} \bar{\varepsilon}_{e} \boldsymbol{E}$. Here we use the following notations: $\bar{\varepsilon}_{e}$ is the electron averaged energy (averaged over the energy distribution function), $D_{\varepsilon, e}$ is the electron energy diffusion coefficient, $\mu_{\varepsilon, e}$ is the electron energy mobility and $\triangle \bar{\varepsilon}_{e}$ represents the averaged electron energy losses in the different collision events. $D_{\varepsilon, e}$ and $\mu_{\varepsilon, e}$ are derived from the electron mobility: $\mu_{\varepsilon, e}=(5 / 3) \mu_{e}$ and $D_{\varepsilon, e}=(2 / 3) \mu_{\varepsilon, e} \bar{\varepsilon}_{e}$. In order to make the numerical calculations more stable, we add a constant background power density $Q_{\mathrm{bg}}$ everywhere in the simulated domain (i.e. the plasma and the neutral gas). In this way, in the whole domain we artificially sustain a low density plasma $\left(n_{\mathrm{e}}<1 \times 10^{16} \mathrm{~m}^{-3}\right)$ with a certain temperature derived self-consistently (around 1.8 eV in the bulk). This power density is low enough so that it does not affect the arc behaviour which is verified by several simulations with different background power $Q_{\mathrm{bg}}$. The presence of background plasma allows us to significantly reduce the gradients in the variables between the arc and the background and thus to reduce the requirements to the discretization grid. The electron density due to this artificial heating is at least 4 orders of magnitude lower than the arc electron density.
2.4.3. Poisson equation The electric field in the discharge is calculated with the Poisson equation:

$$
\begin{equation*}
\triangle \Phi=-\rho_{\mathrm{q}} / \varepsilon_{0} \tag{7}
\end{equation*}
$$

where $\Phi$ is the electric potential, $\rho_{\mathrm{q}}$ is the charge density and $\varepsilon_{0}$ is the vacuum dielectric permittivity.
2.4.4. Gas flow equations For a proper description of the gliding arc we need to describe the gas flow which is responsible for the arc displacement. In the experiment considered here [20] the gas is supplied with a small nozzle positioned close to the shortest electrode distance position. With the 2D Cartesian model we are not able to describe accurately the gas flow from the nozzle. Therefore we solve here only a simplified version of the Navier-Stokes equations by adjusting the inlet boundary velocity in order to obtain a gas velocity similar to what is observed in the experiments. A rough estimation of the experimental gas velocity is obtained by examination of the arc displacement shown on successive high-speed photographs [20]. Note that this is, however, not a very accurate method since it is well possible that the arc does not have exactly the same velocity as the gas but slightly lower values $[8,17]$. Note that measurements in [17] show that the gas-to-arc velocity ratio is in the order of 1.2-1.3. The equations solved are the incompressible Navier-Stokes equations for a Newtonian fluid excluding the inertial term, i.e. in the regime of Stokes flow:

$$
\begin{align*}
& \rho_{\mathrm{g}} \frac{\partial \boldsymbol{u}_{\mathrm{g}}}{\partial t}=\nabla \cdot\left(-p_{\mathrm{g}} \boldsymbol{I}+\mu_{\mathrm{g}}\left(\nabla \boldsymbol{u}_{\mathrm{g}}+\left(\nabla \boldsymbol{u}_{\mathrm{g}}\right)^{\mathrm{T}}\right)\right),  \tag{8}\\
& \rho_{\mathrm{g}} \nabla \cdot \boldsymbol{u}_{\mathrm{g}}=0 \tag{9}
\end{align*}
$$

where $\rho_{\mathrm{g}}$ is the gas density, $p_{\mathrm{g}}$ is the gas pressure, $\mu_{\mathrm{g}}$ is the gas viscosity, $\boldsymbol{I}$ is the unit matrix and the superscript T stands for the tensor transpose operation. In the model, the Navier-Stokes equations are not solved together with the other equations, because this would yield excessive calculations times, but instead they are solved first separately and then the obtained velocity distribution is used as input data.
2.4.5. Gas thermal balance Gas heating is usually an important phenomenon in all arc discharges. Here we calculate the gas temperature by solving the gas thermal balance

$$
\begin{equation*}
\rho_{\mathrm{g}} C_{p} \frac{\partial T_{\mathrm{g}}}{\partial t}+\rho_{\mathrm{g}} C_{p} \boldsymbol{u}_{\mathrm{g}} \cdot \nabla T_{\mathrm{g}}-\nabla \cdot\left(k_{\mathrm{g}} \nabla T_{\mathrm{g}}\right)=Q_{\mathrm{g}} \tag{10}
\end{equation*}
$$

where $C_{p}$ is the gas heat capacity of $\mathrm{Ar}, k_{\mathrm{g}}$ is the Ar thermal conductivity and $Q_{\mathrm{g}}$ is a heat source, which in our case results from the plasma heating. This includes all the energy lost by the electrons in elastic and inelastic collisions, which is assumed to be finally transferred to the gas, as well as the energy transferred from the ions to the gas. The ions gain energy from the electric field. The total gas heat source is thus expressed as:

$$
\begin{equation*}
Q_{\mathrm{g}}=\frac{3 m_{e} m_{A r}}{\left(m_{e}+m_{A r}\right)^{2}} n_{e} n_{A r} k_{1} e\left(T_{e}-T_{\mathrm{g}}\right)+\sum_{i} \triangle \varepsilon_{i} k_{i} n_{e} n_{i-t}+\boldsymbol{j}_{i o n} \cdot \boldsymbol{E}, \tag{11}
\end{equation*}
$$

where the first term represents the electron energy losses due to elastic collisions with rate coefficient $k_{1}$, the second term represents the sum of all electron energy losses due to inelastic collisions with energy loss $\triangle \varepsilon_{i}$, rate coefficient $k_{i}$ and collision target density $n_{i-t}$ for the i-th process, and the third term is the ion heating being the scalar product of the total ion current density $\boldsymbol{j}_{\text {ion }}$ and the electric field $\boldsymbol{E}$. In the above expression the electron and gas temperatures are expressed in "eV". Here we neglect the energy loss due to radiation from excited atoms which is estimated to be relatively small (see also the comments in [25], page 277). The major term in equation (11) is usually the elastic energy transfer and only in the cathode layer the second and third terms in the right-hand side become considerable. The reason for the latter is the higher electron temperature in this region, enhancing the excitation processes, as well as the strong electric field which increases the ion velocity and the $\left(\boldsymbol{j}_{\text {ion }} \cdot \boldsymbol{E}\right)$ term.
2.4.6. Cathode thermal balance The cathode temperature is usually considered as a crucial parameter in arc discharges since it determines the thermionic emission from the cathode. The discharge considered here has a relatively low current and we could therefore expect only weak cathode heating. However the small area of the cathode spot could still lead to significant heating at the spot only. Therefore we examine the cathode heating by means of the heat balance equation:

$$
\begin{equation*}
\rho_{c} C_{p, c} \frac{\partial T_{c}}{\partial t}-\nabla \cdot\left(k_{c} \nabla T_{\mathrm{c}}\right)=Q_{c} \tag{12}
\end{equation*}
$$

where $\rho_{\mathrm{c}}$ is the mass density of the cathode material ( $2700 \mathrm{~kg} / \mathrm{m}^{3}$ for Al ), $C_{\mathrm{p}, \mathrm{c}}$ is the cathode heat capacity ( $900 \mathrm{~J} /(\mathrm{kg} \mathrm{K})$ for Al ), $k_{c}$ is the cathode thermal conductivity $(160 \mathrm{~W} /(\mathrm{m} \mathrm{K})$ for Al$), T_{\mathrm{c}}$ is the cathode temperature in "K". The above coefficients are taken from material library integrated within the Comsol Multiphysics $\circledR^{\circledR}$ software. $Q_{c}$ is the cathode heat source, due to resistive losses which are calculated from the current conservation equation:

$$
\begin{equation*}
\nabla \cdot \boldsymbol{J}=0 \tag{13}
\end{equation*}
$$

where $\boldsymbol{J}=\left(\sigma_{\mathrm{c}}+\varepsilon_{r} \varepsilon_{0} \frac{\partial}{\partial t}\right) \boldsymbol{E}$ is the current density and $\sigma_{c}=\frac{\sigma_{0}}{1+0.0043\left(T_{\mathrm{c}}-293.15\right)}$ is the cathode conductivity with $\sigma_{0}=3.774 \times 10^{7} \mathrm{~S} / \mathrm{m}$ for Al (taken from the material libray integrated within the Comsol Multiphysics $\left(\circledR\right.$ package) and the cathode temperature $T_{\mathrm{c}}$ is taken in "K". The electric field is expressed as $\boldsymbol{E}=-\nabla \Phi_{\text {cons }}$ where $\Phi_{\text {cons }}$ is the potential distribution within the cathode. Hence, the cathode heat source is defined by Joule heating in the cathode: $Q_{c}=\boldsymbol{J} \cdot \boldsymbol{E}$.

In summary, the 2 D axisymmetric model includes equations (1), (6), (7), (10), (12) and (13) while the 2D Cartesian model includes equations (1), (6)-(10).

### 2.5. Boundary conditions

Due to the relatively large number of equations, the number of boundary conditions (BC) is also large. They are summarized in tables 3 and 4, but some further explanation is given below.

The boundary condition for the electron balance equation (1) and the electron energy balance equation (6) at the cathode should include the electron emission processes in addition to the thermal flux. This yields the following BC for the normal electron flux at the cathode [38,39]:

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{G}_{\mathrm{e}}=\frac{1}{2} \mathrm{v}_{\mathrm{e}, \mathrm{th}} n_{\mathrm{e}}-\left[\sum_{s} \gamma_{s}\left(\boldsymbol{G}_{s} \cdot \boldsymbol{n}\right)+\boldsymbol{G}_{\mathrm{TF}} \cdot \boldsymbol{n}\right] \tag{14}
\end{equation*}
$$

and for the normal electron energy flux [39]

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{G}_{\varepsilon, \mathrm{e}}=\frac{5}{6} \mathrm{~V}_{\mathrm{e}, \mathrm{th}} n_{\mathrm{e}} \bar{\varepsilon}_{e}-\left[\sum_{s} \gamma_{s} \varepsilon_{s, \text { sec }}\left(\boldsymbol{G}_{s} \cdot \boldsymbol{n}\right)+\varepsilon_{\mathrm{TF}} \boldsymbol{G}_{\mathrm{TF}} \cdot \boldsymbol{n}\right] \tag{15}
\end{equation*}
$$

In the above expressions $\mathrm{v}_{\mathrm{e}, \mathrm{th}}=\sqrt{\frac{8 k_{B} T_{e}}{\pi m_{e}}}$ is the electron thermal velocity, $\gamma_{s}$ is the secondary electron emission coefficient due to ion impact for the two types of ions $\left(\mathrm{Ar}^{+}\right.$ and $\mathrm{Ar}_{2}^{+}$) having a normal flux $\boldsymbol{G}_{s}$ towards the cathode. Hence, the sum is taken over these two types of ions. $k_{\mathrm{B}}$ is the Boltzmann constant, $m_{e}$ is the electron mass, $\varepsilon_{s, \mathrm{sec}}$ is the averaged energy of the secondary electrons and $\varepsilon_{\mathrm{TF}}$ is the averaged energy of the emitted electrons due to thermo-field emission. The value of $\gamma_{s}$ is not known and it is very dependent on the cathode material and surface properties. In general, it could be calculated by fitting the model results to experimental results. In section 3.2 we will analyse its effect on the arc parameters and its value will be specified for every simulation. $\boldsymbol{G}_{\mathrm{TF}}$ is the electron flux due to thermo-field emission. It is known [40] that the combined effect of the thermal and field electron emissions (also denoted as thermo-field (TF) emission) is much stronger compared to the sum of both independent processes. Therefore, we use here the expression for the electron emission current density, which accounts for their combined effect [40]. It is also important to note that in the calculation of the field emission usually not the real normal electric field $\left(E_{n}\right)$ is considered but an effective field which is calculated as $E_{n, e f f}=\mathrm{FEF} * E_{n}$. The factor FEF is called "Field enhancement factor" and accounts for the effective enhancement of the field due to surface roughness and sharp protrusions [40]. Similarly to $\gamma_{s}$, this factor will be very dependent on a particular experiment and it may even change during the experiments because of surface modification as a results of the arc impact. Therefore in section 3.2 we will also examine the effect of FEF on the arc properties.

For the non-emitting walls (anode and $\mathrm{c}_{\mathrm{up}}$ ) the BC includes only the thermal electron flux:

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{G}_{\mathrm{e}, \mathrm{n}}=\frac{1}{2} \mathrm{v}_{\mathrm{e}, \mathrm{th}} n_{\mathrm{e}} \tag{16}
\end{equation*}
$$

The electron energy flux in this case is then:

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{G}_{\varepsilon, \mathrm{e}}=\frac{5}{6} \mathrm{v}_{\mathrm{e}, \mathrm{th}} n_{\mathrm{e}} \bar{\varepsilon}_{e} \tag{17}
\end{equation*}
$$

The ion flux at the walls, for both the $\mathrm{Ar}^{+}$and $\mathrm{Ar}_{2}^{+}$ions, is found by accounting for their thermal velocity and their drift velocity due to the electric field:

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{G}_{s}=\frac{1}{4} \mathrm{v}_{s, \mathrm{th}} n_{s}+\max \left(\frac{q_{s}}{\left|q_{s}\right|} \mu_{s} n_{s} \boldsymbol{E} \cdot \boldsymbol{n}, 0\right) \tag{18}
\end{equation*}
$$

where the function "max" returns the maximum of both arguments. In this case it sets the drift flux $\frac{q_{s}}{\left|q_{s}\right|} \mu_{s} n_{s} \boldsymbol{E} \cdot \boldsymbol{n}$ to 0 if it becomes negative, i.e. if the flux is directed towards the plasma domain. The neutral species, i.e. $\operatorname{Ar}(4 \mathrm{~s}), \operatorname{Ar}(4 \mathrm{p})$ and $\mathrm{Ar}_{2}^{*}$, are supposed to reach the wall due to thermal motion only and thus their BC on the wall is:

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{G}_{s}=\frac{1}{4} \mathrm{v}_{s, \text { th }} n_{s} \tag{19}
\end{equation*}
$$

where $s=\operatorname{Ar}(4 \mathrm{~s}), \operatorname{Ar}(4 \mathrm{p}), \operatorname{Ar}_{2}^{*}$.
The cathode thermal balance considered in the axisymmetric model (non-gliding arc) requires also a boundary condition for the total heat flux at the cathode surface $q_{\text {cath }}$. We consider the following contributions:

1) Heat flux due to the ion kinetic energy mainly acquired in the cathode fall $\boldsymbol{q}_{\mathrm{i}}=$ $\sum_{s} \boldsymbol{G}_{\mathrm{s}} 0.5 m_{\mathrm{s}} v_{\mathrm{s}, \mathrm{n}}^{2}+(3 / 2) k_{\mathrm{B}} T_{\mathrm{s}}$ where $s=\mathrm{Ar}^{+}, \mathrm{Ar}_{2}^{+}, v_{\mathrm{s}, \mathrm{n}}$ is the normal ion velocity and $m_{\mathrm{s}}$ and $T_{\mathrm{s}}$ are their masses and temperatures.
2) Heat flux due to ion recombination on the walls. When an ion hits the wall it extracts an electron and recombines while releasing the rest of its internal energy (ionization energy 15.76 eV ). The ion needs energy equal to the material work function ( $W_{\mathrm{Al}}=$ $4.28 \mathrm{eV})$ [41] in order to extract an electron from the cathode and we assume that the rest of the energy is deposited on the cathode. Thus we write $\boldsymbol{q}_{\text {rec }}=e \sum_{s} \boldsymbol{G}_{\mathrm{s}}\left(U_{s}-W_{\mathrm{Al}}\right)$ where $U_{s}=15.7 \mathrm{eV}$ and 14.5 eV for $s=\mathrm{Ar}^{+}, \mathrm{Ar}_{2}^{+}$respectively. We should note that this expression is slightly overestimated since a small part of the energy could be carried away by the secondary electrons. Due to the small value of $\gamma_{s}$ this effect is neglected.
3) Heat flux due to the electron flux. Despite the fact that the electrons are repelled by the cathode, some of them have enough energy to reach the cathode and contribute to the cathode heating $\boldsymbol{q}_{\mathrm{e}}=e \boldsymbol{G}_{\mathrm{e}}\left(\frac{5}{6} \bar{\varepsilon}_{e}+W_{\mathrm{Al}}\right)$.
4) Heat flux due to emission of electrons as a result of field emission. When electrons are extracted by the field emission, they heat or cool the cathode depending on the cathode temperature and electric field magnitude [40]. This is known as the Nottingham effect. To account for that effect we define an effective work function $W_{\text {eff }}$ which is negative (cathode heating) or positive (cathode cooling) and it is again defined in [40]. The heat flux is thus written as $\boldsymbol{q}_{\mathrm{TF}}=-e \boldsymbol{G}_{\mathrm{TF}} W_{\mathrm{eff}}$.
5) Heat flux due to energy transfer from the hotter gas. The gas in front of the cathode spot is heated considerably due to electrons emitted by the cathode and accelerated by the cathode fall potential (in the order of 20 V ). The conductive heat flux from the gas to the electrode surface is $\boldsymbol{q}_{\mathrm{g}}=-k_{\mathrm{g}} \nabla T_{\mathrm{g}}$.

Therefore, the total heat flux to the cathode is

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{q}_{\mathrm{cath}}=\boldsymbol{n} \cdot\left(\boldsymbol{q}_{\mathrm{i}}+\boldsymbol{q}_{\mathrm{rec}}+\boldsymbol{q}_{\mathrm{e}}+\boldsymbol{q}_{\mathrm{TF}}+\boldsymbol{q}_{\mathrm{g}}\right) \tag{20}
\end{equation*}
$$

The current conservation equation (13) also requires the normal (perpendicular) current density at the cathode surface. It is expressed as the sum of the ion current plus the electron emission current due to TF emission and secondary electron emission, minus the electron flux towards the wall due to random motion, i.e.:

$$
\boldsymbol{n} \cdot \boldsymbol{J}=\left|q_{e}\right| \boldsymbol{n} \cdot\left(\boldsymbol{G}_{\mathrm{Ar}^{+}}+\boldsymbol{G}_{\mathrm{Ar}_{2}^{+}}+\boldsymbol{G}_{\mathrm{TF}}+\gamma_{s}\left(\boldsymbol{G}_{\mathrm{Ar}^{+}}+\boldsymbol{G}_{\mathrm{Ar}_{2}^{+}}\right)\right)-\left|q_{e}\right| \frac{1}{2} \mathrm{v}_{e, \text { th }} n_{e}(21)
$$

All these boundary conditions, as well as the other (more simple) boundary conditions, are summarised in tables 3 and 4 .

Table 3. Boundary conditions used in the 2 D Cartesian model, at the various boundaries (see figure 1); see text for the equation numbers. $V_{\mathrm{c}}$ is the cathode potential with respect to the grounded anode.

| eq. | (1) | (1) | (1) | (6) | (7) | (8),(9) | (10) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| variable | $n_{\text {e }}$ | $\begin{aligned} & n_{\mathrm{Ar}^{+}} \\ & n_{\mathrm{Ar}_{2}^{+}} \end{aligned}$ | $n_{\text {Ar(4s) }}$ <br> $n_{\text {Ar (4p) }}$ <br> $n_{\text {Ar }_{2}^{+}}$ | $\bar{\varepsilon}_{e}$ | $\Phi$ | $\begin{aligned} & \boldsymbol{u}_{\mathrm{g}} \\ & p_{\mathrm{g}} \end{aligned}$ | $T_{\mathrm{g}}$ |
| $\mathrm{C}_{\text {ins }}$ | $\boldsymbol{n} \cdot \alpha=0 ; \alpha=\boldsymbol{u}_{\mathrm{g}}, \boldsymbol{G}_{\mathrm{s}}, \boldsymbol{G}_{\varepsilon, \mathrm{e}}, \nabla \Phi, \nabla T_{\mathrm{g}}$ |  |  |  |  |  |  |
| $\mathrm{C}_{c}$ | (14) | (18) | (19) | (15) | $\Phi=V_{\text {c }}$ | $\boldsymbol{u}_{\mathrm{g}}=0$ | $T_{\mathrm{g}}=293 \mathrm{~K}$ |
| $\mathrm{C}_{a}$ | (16) | (18) | (19) | (17) | $\Phi=0$ | $\boldsymbol{u}_{\mathrm{g}}=0$ | $T_{\mathrm{g}}=293 \mathrm{~K}$ |
| $\mathrm{C}_{\text {low }}$ | $\boldsymbol{n} \cdot \alpha=0 ; \alpha=\boldsymbol{G}_{\mathrm{s}}, \boldsymbol{G}_{\varepsilon, \mathrm{e}}, \nabla \Phi$ |  |  |  |  | $\boldsymbol{n} \cdot \boldsymbol{u}_{\mathrm{g}}=3 \mathrm{~m} / \mathrm{s}$ | $T_{\mathrm{g}}=293 \mathrm{~K}$ |
| $\mathrm{C}_{\text {up }}$ | (16) |  | $n_{s}=0$ | (17) | $\Phi=0$ | $p=101 \mathrm{kPa}$ | $\boldsymbol{n} \cdot \nabla T_{\mathrm{g}}=0$ |

Table 4. Boundary conditions used in the 2D axisymmetric model, at the various boundaries (see figure 1); see text for the equation numbers.

| eq. | (1) | (1) | (1) | (6) | (7) | (10) | (12) | (13) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| variable | $n_{\text {e }}$ | $\begin{aligned} & n_{\mathrm{Ar}^{+}} \\ & n_{\mathrm{Ar}_{2}^{+}} \end{aligned}$ | $\begin{aligned} & n_{\operatorname{Ar}(4 \mathrm{~s})} \\ & n_{\operatorname{Ar}(4 \mathrm{p})} \\ & n_{\mathrm{Ar}_{2}^{+}} \end{aligned}$ | $\bar{\varepsilon}_{e}$ | $\Phi$ | $T_{\mathrm{g}}$ | $T_{\text {c }}$ | $\Phi_{\text {cons }}$ |
| $\mathrm{a}_{\mathrm{p}, \text { ins }}$ | $\boldsymbol{n} \cdot \alpha=0 ; \alpha=\boldsymbol{u}_{\mathrm{g}}, \boldsymbol{G}_{\mathrm{s}}, \boldsymbol{G}_{\varepsilon, \mathrm{e}}, \nabla \Phi, \nabla T_{\mathrm{g}}$ |  |  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{a}_{\mathrm{c}, \text { ins }} \\ & \mathrm{a}_{\mathrm{c}, \text { out }} \end{aligned}$ |  |  |  |  |  |  | $\begin{aligned} & T_{\mathrm{c}}= \\ & 293 \mathrm{~K} \end{aligned}$ | $\begin{aligned} & \Phi_{\text {cons }}= \\ & 0 \end{aligned}$ |
| $\mathrm{a}_{c}$ | (14) | (18) | (19) | (15) | $\Phi=V_{c}$ | $T_{\mathrm{g}}=T_{\mathrm{c}}$ | (20) | (21) |
| $\mathrm{a}_{a}$ | (16) | (18) | (19) | (17) | $\Phi=0$ | $T_{\mathrm{g}}=293 \mathrm{~K}$ |  |  |
| $\mathrm{a}_{\text {axis }}$ | $\boldsymbol{n} \cdot \nabla \alpha=0 ; \alpha=n_{\mathrm{s}}, n_{\mathrm{e}} \bar{\varepsilon}_{e}, \Phi, T_{\mathrm{g}}, T_{\mathrm{c}}, \Phi_{\text {cons }}$ |  |  |  |  |  |  |  |

Finally, we need to specify certain conditions for the external circuit and the power supply. There must be an element in the circuit which limits the current through the arc. In the experiment under consideration, the power supply is a high voltage neon light transformer which has considerable inductance thus playing the role of ballast inductance. Due to the lack of data about the exact transformer parameters (mutual
inductance, primary and secondary coils, etc.) we simplify the circuit by assuming that the current is limited by a simple resistor $R_{\mathrm{b}}$. The voltage source is constant in the case of the axisymmetric model $\left(V_{\text {source }}=3500 \mathrm{~V}\right)$ and it has a sinus shape for the Cartesian model $V_{\text {source }}=3500 \sin (2 \pi 50 t+0.25) V$. The cathode voltage $V_{c}$ is calculated from the Ohm's law based on the value of the total arc current at the cathode. Note that the voltage drop (and thus the resistance) of the cathode layer is self-consistently calculated within the model by the Poisson equation. This avoids the need of analytical layer representations but of course it comes with an increased computational cost. The 2D cartesian model can consider a complete period of the power supply voltage or even several cycles. However in the simulation results presented in this work we will consider only one half cycle of the voltage source, i.e. a DC mode of operation. There are two reasons for that: (1) The geometry is symmetrical. (2) The obtained results show that there is no interaction between consecutive arcs created during the different voltage polarities or even within the same polarity (half period). For the considered experiment the latter becomes possible only for high gas flow (i.e. 10 slm ) [20] when the arc extinguishes because it becomes too long for a time less than half of the voltage period ( 10 ms ) and the voltage is still enough to ignite a new arc [20,21]. In the AC regime the consecutive arcs will not differ from each other because the electrodes are identical and thus the voltage polarity will only change the current direction but not the arc parameters. The above approach is based on the observations of the experimental arc motion $[20,21]$. We should note, however, that in the AC regime it might be possible that if an arc is ignited close to the moment of polarity reversal, the arc will be extinguished when the voltage drops. Thus there will be a decaying residual low density plasma moving downstream with the gas. If the channel is conductive enough, the subsequent breakdown (due to reverse polarity voltage increase) can take place within this channel instead of at the position of the shortest electrode distance. This situation is not yet considered in our model.

## 3. Results and discussions

In this section, we present several results addressing different aspects of the discharge operation and demonstrating the advantages and limitations of the applied modelling approach.

### 3.1. Electrode heating - cold or hot cathode arc (2D axisymmetric model)

The electrode heating is analysed in order to determine the regime of discharge operation with respect to the cathode electron emission, i.e. to determine whether the cathode heats up or stays cold. Furthermore, when the cathode stays cold, this is important information for the development of the 3D model, as it will help to reduce the computational cost of the gliding arc model by excluding the electrode thermal balance equation. Electrode heating is certainly important in high current arcs mainly due
to the thermal electron emission considered as a primary mechanism for the discharge sustainment. On the other hand, low current arcs, like the one considered here, probably will not be able to heat the whole electrode, but still the electrode temperature could locally be relatively high at the cathode spot due to its very small size and high current density. Indeed, arcs with relatively cold cathodes generally form cathode spots in order to provide higher electric fields in the cathode layer for efficient field electron emission or/and higher surface temperature locally at the spot [12] due to the exponential increase of the electron emission with increasing electric field and temperature. A quantitative analysis is thus necessary, and for that purpose we use the axisymmetric model (i.e. nongliding arc) which includes a detailed description of the heat fluxes towards the cathode and the Joule heating. Here we assume that if a non-gliding (stationary) arc does not heat the electrode, a gliding arc having the same total current would certainly not be able, since the latter moves along the electrode and the heat is better redistributed, i.e. the electrode should even be colder.


Figure 2. Electron density distribution, calculated with the axisymmetric model for the following parameters: $I_{\mathrm{ga}}=31 \mathrm{~mA}, \mathrm{FEF}=100, \gamma_{s}=0.01, R_{\mathrm{b}}=110 \mathrm{k} \Omega, t=1 \mathrm{~ms}$. The anode is found at $z=0$, whereas the cathode is positioned at $z=3.2 \mathrm{~mm}$.

Figure 2 shows the calculated electron density distribution for the parameters mentioned in the figure caption. The ballast resistor $R_{\mathrm{b}}=110 \mathrm{k} \Omega$ is chosen so that it provides a total arc current $I_{\mathrm{ga}}=31 \mathrm{~mA}$, which is similar to the typical experimental value [20]. At the cathode $(z=3.2 \mathrm{~mm})$ the arc forms a small cathode spot, giving rise to a maximum in the electron density at the symmetry axis (see figure 2). The


Figure 3. Maximum cathode temperature as a function of total arc current $I_{\mathrm{ga}}$. The assumed FEF values are denoted on the figure near every point. The other parameters are $\gamma_{s}=0.01, t=1 \mathrm{~ms}$.


Figure 4. Thermo-field electron current density as a function of cathode temperature for a fixed electric field of $4 \times 10^{7} \mathrm{~V} / \mathrm{m}, \mathrm{FEF}=100, \gamma_{s}=0.01$ and $W_{\mathrm{Al}}=4.28 \mathrm{eV}$.
peak cathode temperature calculated at this position, $T_{\mathrm{c}, \text { max }}$, is plotted for different arc current values in figure 3. Near every point on the figure we also denote the assumed FEF value. The arc current is varied by varying the ballast resistance $R_{\mathrm{b}}$. For the lowest current, several results are depicted, corresponding to different FEF values. As we will see in the next subsection, lower FEF values result in smaller cathode spots and thus higher current densities, and this will give rise to more intensive heating and thus higher local temperatures at the cathode spot.

As a whole, the cathode temperature remains relatively low (below 600 K ) even for arc currents being 10 times higher than the typical experimental values. The temperature is considerably lower than the typical values for high current arcs with hot cathode (above $1500 \mathrm{~K}[12]$ ). As mentioned above, this is important information for the development of the 3D model, as it means that we can exclude the electrode thermal balance equation in the 3D model, which will reduce the computational cost.

In order to quantify the influence of the obtained maximum cathode temperature ( $T_{\mathrm{c}, \max }$ ) on the electron emission, we evaluate the electron emission current density $\left(q_{\mathrm{e}} G_{T F}\right)$ as a function of $T_{\mathrm{c}}$ for a fixed electric field; see figure 4. The electric field value is taken from the model results at the cathode on the discharge axis (i.e. peak value) and it is $4 \times 10^{7} \mathrm{~V} / \mathrm{m}$ for the case of $I_{\mathrm{ga}}=31 \mathrm{~mA}, \mathrm{FEF}=100, \gamma_{s}=0.01$. The thermo-field electron emission current density shows a weak dependence on the cathode temperature at low $T_{\mathrm{c}}$ values and starts rising faster above 1500 K . As our calculated cathode temperature is well below 1500 K , we may conclude that the thermofield emission can be considered for constant cathode temperature (i.e. cold cathode operation) for the discharge conditions under study. Of course, as in every model, the above treatment has certain limitations. In our opinion the primary limitation is the lack of any information in the model about the electrode surface roughness and the existence of small protrusions. As we already mentioned, they could lead to a higher electric field and thus higher current densities. Moreover, such structures will have a different thermal balance compared to the above treatment (assuming a flat surface) due to the smaller contact surface with the electrode body, leading to reduced thermal conduction. These factors could result in higher local temperatures. However, we cannot really account here for such effects because the surface properties could even be modified from the discharge itself as a result of sputtering.

### 3.2. Influence of the field enhancement factor (FEF) and the secondary electron emission coefficient ( $\gamma_{s}$ ) (2D axisymmetric model)

In the description of the boundary conditions for the electron emitting cathode we noted that there are two unknown external parameters that need to be specified in the model, i.e., FEF and $\gamma_{s}$. Both of them are very dependent on the particular surface and operating conditions. The best solution will be to adjust the $\gamma_{s}$ and FEF coefficients until the model results fit to the experimental current and voltage values. However, fitting over two parameters can result in multiple solutions. Therefore, instead of fitting, we limit here our treatment to the demonstration of their effect for a steady non-gliding arc, i.e. we use again the axisymmetric model.

Figure 5 shows the dependence of the obtained discharge power and the cathode spot diameter on the chosen FEF, for a fixed $\gamma_{s}=0.01$ and arc current of $I_{\mathrm{ga}}=31 \mathrm{~mA}$. Lower FEF values mean that the real electric field at the cathode needs to be higher in order to supply the same current. This is well seen from the potential profile along the arc axis (figure 6) which shows a large voltage drop and gradient near the cathode for low FEF values ( 100 in this case). The higher voltage drop results in a higher arc voltage and thus in a slightly higher total discharge power at low FEF, as can indeed be deduced from figure 5. Physically, the increased electric field is achieved by shrinking the cathode spot to a diameter as small as $6 \mu \mathrm{~m}$ for $\mathrm{FEF}=100$ (see figure 5), and the maximum current density becomes then around $10^{9} \mathrm{~A} / \mathrm{m}^{2}$. The cathode spot diameter $d_{\text {spot }}$ is defined as $d_{\text {spot }}=2 I_{\mathrm{ga}} /(\pi \max (\boldsymbol{n} \cdot \boldsymbol{J}))$ where $(\boldsymbol{n} \cdot \boldsymbol{J})$ is the current density normal


Figure 5. Discharge power and cathode spot diameter, calculated for different values of FEF. $I_{\mathrm{ga}}=31 \mathrm{~mA}, \gamma_{s}=0.01, R_{\mathrm{b}}=110 \mathrm{k} \Omega, t=1 \mathrm{~ms}$. The lines are spline fit.


Figure 6. Electron density and potential variation between anode and cathode, along the symmetry axis, for two values of FEF. $I_{\mathrm{ga}}=31 \mathrm{~mA}, \gamma_{s}=0.01, R_{\mathrm{b}}=110 \mathrm{k} \Omega$, $t=1 \mathrm{~ms}$
to the cathode. Note that the cathode spot diameter varies more or less linearly with the assumed FEF values. At low FEF values the power increases almost exponentially and the cathode spot becomes so small that it is in the order or even smaller than the cathode fall thickness (i.e. $d_{\text {spot }} \simeq 6 \mu \mathrm{~m}$ and cathode fall thickness $15-20 \mu \mathrm{~m}$ at $\mathrm{FEF}=100$; see figure 5). For FEF values below 100 the simulation becomes unstable and the discharge tends to transform into a glow discharge. Low FEF values correspond to a glow discharge regime, where the electron emission is provided mainly by secondary electron emission due to ion bombardment. Our model is capable of reproducing a glow discharge, but we have not focussed on this regime because the images of the considered experiments [20,21] clearly show that the discharge is in the arc regime (there is no wide cathode spot). It was also stated in literature [4] that if no special treatment is applied to the cathode for reduction of the FEF coefficient, the transition to an arc discharge appears at relatively low current values (below 30 mA ) in argon [4]. The values of the FEF coefficient (higher than 100) considered here are indeed typical for electrodes without special treatment [42]. Note that if a different gas would be used, the discharge
could be in a glow mode even for currents in the order of $100 \mathrm{~mA}[6,7]$.
Figure 6 yields also another important result. Despite the sensitivity of the cathode fall and cathode spot on the FEF values, the remaining part of the arc is practically not affected, as can be observed from both the potential profile and the electron density in figure 6. Indeed, the current value is what determines the plasma properties of the arc body and anode region, while the FEF value affects the cathode fall which adapts in order to supply the current fixed by the external circuit. This result is also very important, as it gives an option for the reduction of the computation cost of the gliding arc discharge modelling in 3D. Using larger FEF values leads to larger cathode spots, and hence lower electric fields, and thus lower requirements for the mesh resolution in the cathode region, while the remaining part of the arc is not affected. The "price" will be that the discharge power/voltage for the same current will be probably underestimated.

The strong dependence of the cathode spot diameter on the FEF values indicates that the secondary electron emission coefficient $\left(\gamma_{s}\right)$ has a small contribution to the electron emission. This is confirmed by the analysis of the model results with different values of $\gamma_{s}$ for the smallest attainable FEF of 100 (note that for higher values of FEF the effect of secondary electron emission is even smaller). The contribution of the secondary electron emission remains negligible even for $\gamma_{s}$ values up to 0.3 . The latter value is already much too high for most of the cathode materials and thus we can completely ignore the effect of secondary electron emission. Hence the above analysis shows that the dominant mechanism of cathode electron emission in our case is the field emission. The real value of the FEF coefficient is very dependent on the experimental conditions and it should be adjusted within the model in order to obtain the experimental values of the arc voltage and current.

### 3.3. Gliding Arc - arc roots displacement (2D Cartesian model)

One of the most distinct features of gliding arc discharges is their ability to glide along the electrodes. The gliding mechanism, however, is still not well understood. Based on the results from our axisymmetric model (figure 2) and experimental observations in the literature, we know that the contact points of the arc with the cathode and the anode (i.e. the so-called arc roots) have rather different properties. At the anode, the arc has a relatively wide diffusive contact area while at the cathode a tiny spot is formed. Fast imaging of the discharge [20] shows that at least in the initial stage of the arc travel along the electrodes, the arc roots follow the displacement of the arc body (as a result of the gas flow drag). However, if we expect that the arc moves due to the gas flow only, we should observe a much slower velocity of the arc roots compared to the arc body, since the gas velocity has a maximum value at the discharge axis and gradually decreases to zero at the electrode surface. Apparently this is not the case and therefore it is clear that another mechanism contributes to the arc roots displacement.

In several experimental studies, rather different types of arc roots gliding are reported for the cathode and anode. It is shown in [20,43-45] that the arc is rather


Figure 7. (a) Electron density in the arc for two different moments, i.e. $t=0.05 \mathrm{~ms}$ and $t=0.25 \mathrm{~ms}$. Magnitude of the normal electric field in front of the cathode (b) and anode (c). Conditions: $\mathrm{FEF}=400, \gamma_{s}=0.02$, arc current $30.2 \mathrm{~A} / \mathrm{m}$, source voltage $V_{\text {source }}=3500 \sin (2 \pi 50 t+0.25) V, R_{\mathrm{b}}=30 \Omega / \mathrm{m}$.
smoothly gliding at the anode, while the cathode spot is jumping from one point to another. In our simulations with the 2D Cartesian model we observe a similar behaviour. Figure 7 (a) shows the arc evolution in time from 0.05 ms to 0.25 ms , for simulation
parameters providing an electron density in the arc close to the values obtained from the axisymmetric model, calculated with the experimental current value. The FEF parameter is chosen relatively large in order to increase the cathode spot size and facilitate the calculations. $\gamma_{s}$ is given a typical value of 0.02 , although secondary electron emission does not play any role. We observe a slow or immobile cathode spot (at the left) and a smoothly gliding anode arc root (at the right).

To easily analyse this behaviour, we also plot the electric field magnitude at the cathode and anode surfaces (figure 7(b) and (c), respectively). Note that the electric field values outside the contact zones are not reliable, as they are the result of the artificially sustained low density plasma in the whole domain, which does not exist in reality. For example, the electric field above the anode root becomes negative due to the formation of a positive plasma potential in the expansion zone above the electrodes. Hence, we should only focus at the electric field values near the contact zones.

The electric field variation in front of the cathode (figure (7(b)) clearly shows the formation of a cathode spot, characterized by a sharp peak of the electric field. The cathode spot is weakly affected by the arc displacement. To understand why, we need to remind that the strong electric field at the cathode spot is formed in the cathode fall, which has a thickness in the order of $20-50 \mu \mathrm{~m}$ for this simulation. The gas velocity in this zone remains about 10 times lower compared to the discharge centre ( $2-3 \mathrm{~m} / \mathrm{s}$ vs. $32 \mathrm{~m} / \mathrm{s}$ maximum velocity). As a result, the drag of the cathode layer (and spot) by the gas flow will be very small. In this particular simulation, the cathode spot moves around $200 \mu \mathrm{~m}$ for 0.05 ms , and then it stops (see figure 7(b)). It seems that the spot is very sensitive to the "surface imperfections", in our case related to the mesh inhomogeneity. In the model the cathode surface is smooth, but the discretization mesh has small variations from the desired size $(2 \mu \mathrm{~m})$. The spot stops at a point where the mesh is slightly finer, which allows numerically a higher electric field to be established in the solution. Due to the highly non-linear TF electron emission, this point seems to be more advantageous than the next cells of the mesh, providing a lower electric field and thus lower current density. We suspect that a real cathode spot will have a similar behaviour and it will attach to surface protrusions, providing a higher local electric field. Using even a finer mesh in the model at the cathode surface probably will allow a smooth self-consistent cathode spot motion. However, this will require significant computational resources and it is not justified, taking into account that it is not very realistic, as shown by experimental observations [20,43-45].

Furthermore, we can deduce from figure 7 (b), that with the arc prolongation downstream, the electric field at the cathode above the cathode spot (i.e., in the direction of the gas flow) is rising. If that field becomes strong enough, a new breakdown can occur at that position and the old part of the arc will vanish, due to the shorter arc length provided by the new cathode spot. In the present simulation this field value is not strong enough to cause a new breakdown due to the very non-linear dependence of the field emission on the electric field. However, in real experiments the arc shape is not so smooth and the surface is not perfectly flat as in our simulation. If there are
surface protrusions (causing a local increase of the field) or if the arc has an irregular shape leading to a shorter distance between the arc and the cathode (as shown in [43], figure 9), a breakdown can occur at that point and a new cathode spot can be formed. This process would represent a "jump" of the cathode spot. Note that this behaviour will be mimicked in section 3.4 below.


Figure 8. Total ionization rate (sum over all ionization processes), showing the increased ionization in the downstream zone above the arc-anode contact point (a), and "y" position of the electron density maximum at the anode as a function of time (b). The simulation conditions are the same as in figure 7 .

The anode-arc connection has a rather different behaviour (figure 7 (a)). The current channel and the electric field have also a well pronounced maximum at the anode (figure 7 (c)) but the size of the contact zone is much larger - around 1 mm (defined in the same way as for the cathode spot size; cf. section 3.2 above). Moreover, the electric field is more than an order of magnitude lower compared to the value at the cathode spot. When the angle between the arc and the anode becomes less than 90 degrees (i.e. when the arc is bended due to gas drag), the electric field at the anode above the anode-arc contact is becoming higher (figure 7 (c)), and the smaller the angle, the higher is the electric field. As a result, the electrons start to ionize more and more in the downstream zone above the contact point, as is illustrated in figure 8(a), and effectively they extend the current channel downstream. The newly created conducting
area provides a shorter path for the electrons to the anode and thus the current channel moves gradually downstream, as is illustrated by the moving "y-position of maximum electron density" as a function of time in figure 8 (b). In this way, the anode root displacement is not directly related to the gas flow velocity, but it is rather a result of the arc bending, caused by the gas flow. The variation of the displacement speed of the anode-arc contact point, which can be observed in figure 8 (b) at approximately 0.19 ms , is not an abrupt jump but it is a consequence of the variation of the anode spot size. For some reason the contact zone becomes larger around 0.19 ms and then shrinks again. When the contact zone is larger, the maximum of the electron density is not well-pronounced which results in a variation of the calculated displacement velocity.

The big difference in the behaviour of the cathode and anode spots is due to the size of the contact zone and due to the current dependence on the electric field. Indeed, at the anode the current is a result of an electron drift being linear with respect to the electric field while at the cathode it is determined by the field emission which is highly non-linear with respect to the electric field.

The above behaviour should be mainly valid for low current gliding arc discharges in arc mode (i.e., current up to several hundred of milliamperes). In higher current arcs it is often found that the cathode spot is quasi-randomly moving all the time due to heating and melting of the cathode and due to micro-explosions within the spot [12]. Hence, in high current GADs, such processes may occur and thus the mechanisms of cathode spot displacement could be different from what is presented here. In this case, it could be determined not by the breakdown between the arc and the electrode (as considered here) but by a quasirandom motion of the spot, being quasi and not fully random due to gas flow and the arc bending.
3.4. Gliding Arc - general behaviour (2D Cartesian model)


Figure 9. Electron density at different moments of the arc evolution, representing a complete cycle of a single arc gliding. Conditions: $\mathrm{FEF}=400, \gamma_{s}=0.02$, arc current $30.2 \mathrm{~A} / \mathrm{m}$, source voltage $V_{\text {source }}=3500 \sin (2 \pi 50 t+0.25) V, R_{\mathrm{b}}=30 \Omega / \mathrm{m}$


Figure 10. Electron density at 0.3 ms during the cathode spot displacement (jump). A new spot is initiated and the old one diminishes since the new spot provides a shorter arc length. The conditions are the same as in figure 9 .

Keeping in mind the above described behaviour of the cathode spot in our simulations, it is clear that in order to simulate the arc gliding we need to enforce it somehow to move and follow the arc body. The approach chosen here is based on a controllable displacement of the cathode spot following the anode contact point. This is done by defining the FEF coefficient to take a non-zero value only in a limited region several times larger than the cathode spot, i.e. the breakdown is possible only within this region. In practice we apply the following algorithm. Initially (at time $t<1 \mu s$ ) we create a small ( $1-2 \mathrm{~mm}$ ) plasma channel at the shortest electrode gap (position $y=26 \mathrm{~mm}$ in our case) by applying a certain power density profile and we set the FEF value to be non-zero at the same position. Subsequently we apply the external voltage, the gas in the discharge gap breaks down and the initial arc is established. Due to the drag by the gas flow, the arc is bended downstream and the anode arc root moves upwards, as explained in section 3.3 above. When the anode arc root moves a few millimetres ( $2-3 \mathrm{~mm}$ ), we set a second non-zero FEF value at a point downstream, corresponding to the position of the anode arc root, where another cathode spot will be initiated. To facilitate the breakdown, we set this FEF to a very high value (5000) for a short time, so that the electric field at this position is sufficient to cause the breakdown. When the new spot is formed, the old one vanishes and the arc is moving forward. The procedure is repeated (typically $7-10$ times) during the arc gliding downstream until it vanishes due to the very long arc length or the drop of the external voltage. In this procedure the cathode spot follows the anode arc root, which is calculated selfconsistently. Figure 9 shows the modelling results for the time evolution of a gliding arc
discharge performed with the above procedure, while figure 10 gives a zoom over the cathode spot displacement at $t=0.3 \mathrm{~ms}$.

Numerically, the whole simulation is divided into several subperiods corresponding to every cathode spot jump and having a different mesh. Every mesh is highly inhomogeneous with element sizes of $5 \mu \mathrm{~m}$ at the two spots (old and new) and around $80 \mu \mathrm{~m}$ in the area where the arc body passes. The meshing is done manually. Comsol Multiphysics has an adaptive mesh refinement but we were not able to obtain satisfactory results using that option.

It is also possible to simulate the cathode spot gliding in a smooth and controllable way. If we define again the FEF factor in a limited region slightly larger than the cathode spot, we can move the FEF profile smoothly downstream and the cathode spot will be forced to follow this. As we already mentioned, the experimental observations do not support such behaviour [20,43-45] and moreover, this approach seems to be numerically more difficult. Indeed the mesh should be very fine along the whole path of the spot and the time step becomes limited to small values. Therefore, our numerical experiments show a considerably longer computation time compared to the procedure with jumping spot.


Figure 11. Electron density $n_{\mathrm{e}}$ and gas temperature $T_{\mathrm{g}}$ at $t=0.4 \mathrm{~ms}$. The conditions are the same as in figure 9 .

Another interesting result follows from the mechanisms of the arc roots displacement. As mentioned in the previous subsection, the arc near the electrodes is moving considerably faster than the background gas in this region. As a result it leaves behind a trace of hot gas near the electrodes. This effect is demonstrated in figure 11, showing the gas temperature distribution and the electron density (representing the arc) at the same time. In the case of a highly turbulent gas flow, the above effect probably will be reduced, especially near the anode, since the turbulent gas flow leads to higher velocity gradients near the wall.

With respect to the arc body velocity, several experimental studies have shown that it could be slightly lower than the gas velocity $[8,17]$. The difference is usually 1.1-1.3 times and is very dependent on the gas velocity value, the applied power and even the arc length $[8,17]$. Usually the difference is higher for higher gas flow velocities and it
decreases with the increase of the arc length. While not perfectly clear, the reason for the arc body lag is related to the instabilities of the arc and secondary breakdowns causing arc length reduction [46]. It has been shown in several experiments [8, 17, 20, 21] that the arc voltage exhibits sharp drops during its movement downstream. Fast imaging of the discharge reveals that in many cases the discharge is unstable and it has a rather irregular shape. The voltage fluctuations were ascribed to so-called back-breakdown phenomena [46] which is the fast shortening of the arc as a result of breakdown between different parts of the arc (i.e., not between the electrodes). If we look again at figure 7 (a), we can see that below the top of the arc, there is a zone with density in the order of $10^{18} \mathrm{~m}^{-3}$ and higher. If the arc continues to elongate, the voltage will also increase and the density in this region might be sufficient for a breakdown, reducing the arc length. These shortcuts effectively appear as a lag of the arc velocity compared to the gas flow and could be an efficient mechanism for gas cooling since in this way the heat is spread over a larger domain and not only within the arc channel.

This effect is not taken into account in the results presented above. Since it is mostly stochastic by nature and it is not well defined, we are not able to describe it directly in our model. Instead we take an indirect and rather rough approach by defining a coefficient equal to the ratio of the arc and the gas velocity ( $\alpha_{\text {lag }}=\boldsymbol{u}_{\text {arc }} / \boldsymbol{u}_{\mathrm{g}}$ ) and we use it to multiply the convection velocity in the particle balance and electron energy balance equations, i.e. instead of $\boldsymbol{u}_{\mathrm{g}}$ in equations (1) and (6) we use $\alpha_{\text {lag }} \boldsymbol{u}_{\mathrm{g}}$. Taking $\alpha_{\text {lag }}=0.75$ and running again the model used for figures 9 and 11, we find that the plasma parameters $\left(n_{\mathrm{e}}\right.$ and $\left.T_{\mathrm{e}}\right)$ and the gas temperature are hardly changed. Quantitatively the influence of the arc lag will be studied in detail in our future 3D calculations.

## 4. Conclusions

In this work we report on modelling of a gliding arc discharge in argon. Even with certain approximations, the self-consistent description of the discharge requires coupling of a large number of equations, accounting for plasma formation, gas and cathode heating, gas flow, and electron emission processes. The complexity of the model and the necessary computer time for full 3D calculations (i.e., more than a month for a single run) provoked us to evaluate certain aspects of the discharge operation with 2D models. These 2D models are found to be very useful and capable of giving a lot of information on the discharge behaviour, which otherwise would take a long time to gather. We developed two different types of 2D models - an axisymmetric and a Cartesian model.

Based on the axisymmetric model we have studied the cathode heating and the influence of the surface properties on the arc behaviour. For the considered low current arc in argon, the cathode remains cold (below 500 K ) even when very tiny cathode spots are established and thus the field emission is the main electron emission mechanism. The analysis of the effect of the cathode properties on the model results shows that the unknown FEF factor may have a considerable impact on the obtained overall discharge
power and on the arc cathode fall. Lower FEF values result in very tiny cathode spots (several micrometers in diameter) and to large voltage drops within the cathode fall. The remaining part ot the arc, however, is practically not influenced. The real value of FEF for a particular experiment is usually unknown and when modelling such a discharge the value could be adjusted until acceptable conformity with the experiment is obtained.

Using the 2D Cartesian model we have studied qualitatively the arc drag by the gas and the arc gliding along the electrodes. As shown in several experiments with low current gliding arc discharges, the arc-cathode and arc-anode contact points have rather different behaviour. At the anode there is a wide contact zone and its displacement downstream is governed by the arc bending and the induced asymmetry in the electric field near the surface. At the cathode, the cathode fall determining the electron emission is very compact and in practice it is only affected by the gas flow there. The gas velocity near the surface is very small which leads to a very slow displacement of the cathode spot. Moreover, as a result of highly non-linear TF electron emission, in real devices the cathode spot will tend to attach to surface protrusions producing zones with increased electric field. In order to follow the arc body, the cathode spot "moves" by the establishment of new spots downstream (new breakdowns) which resembles jumping along the cathode surface. To model this behaviour we enforce the cathode spot to follow the arc-anode contact by controlling the spot position and reignition. The latter is done by setting a certain time and spatial shape of the FEF factor. The algorithm is demonstrated in the simulation of a complete arc cycle - from initial ignition to decay. The model shows that there is no interaction between the successive gliding arcs. With respect to gas treatment application of GADs, this would mean that a certain amount of gas remains untreated, even taking into account the differences in the gas and arc velocities. This will be investigated in our future work.

In this work we have not included a detailed comparison with experimental data since the models presented here cannot yet quantitatively treat the real gliding arc discharge. We can expect a quantitative match with the experiment only for results based on a full 3D model. However, we have tried to compare the results with experimental data from emission spectroscopy [20], providing values for the electron density and the gas (rotational) temperature at the discharge axis. The comparison of the absolute values of the above parameters obtained by the axisymmetric model (figure 2) with the experimental ones - shows that the electron density obtained in the model is more than one order of magnitude lower and the gas temperature (not shown in the manuscript) is almost twice as high (around 1000 K ). This is expected since the axisymmetric model lacks a gas flow and we could expect that the arc extension and the gas flow (which is close to turbulent) will enhance the gas cooling processes (i.e. the gas temperature will be lower). Probably this will lead to a stronger contraction of the plasma column and eventually to higher density values. This shows indeed that the present 2 D model is not yet quantitatively correct. However, we were able to qualitatively reproduce the arc gliding process shown in [20]. Therefore, we may
conclude that our model already gives a good qualitative insight in the underlying processes, and we hope to capture the gas flow effects in the 3D model that is under development.

Finally we would like to note that using a different gas for the same current range may produce not only quantitatively but also qualitatively different results. As it is shown in $[4,5]$, depending on the gas and the current value, the discharge might be in a glow or arc discharge mode. The glow discharge has a rather different structure and the gliding mechanism will be different.
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