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#### Abstract

We present a 3D and 2D Cartesian quasi-neutral plasma model for a low current argon gliding arc discharge, including the strong interactions between gas flow and arc plasma column. The 3D model is applied only for a short time of 0.2 ms , due to its huge computational cost. It mainly serves to verify the reliability of the 2 D model. As the results in 2D compare well with those in 3D, they can be used for a better understanding of the gliding arc basic characteristics. More specifically, we investigate the back-breakdown phenomenon, induced by an artificially controlled plasma channel, and we discuss its effect on the gliding arc characteristics. The backbreakdown phenomenon, or backward-jump motion of the arc, as observed in experiments, results in a drop of the gas temperature, as well as in a delay of the arc velocity with respect to the gas flow velocity, allowing more gas to pass through the arc, and thus increasing the efficiency of the gliding arc for gas treatment applications.
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## 1. Introduction

A gliding arc is a non-stationary discharge, usually operating at atmospheric pressure and generating a non-equilibrium plasma, which is gaining interest for high efficiency chemical applications. The periodic arc discharge slides between two divergent electrodes in a gas flow at atmospheric pressure [1-3]. For most prospective plasma chemical applications, the gliding arc has the advantages of simultaneously achieving a high level of non-equilibrium, high electron temperature and high electron density, at a relatively low cost [2]. Therefore, the gliding arc can be used in a wide variety of industrial applications, for example surface treatment [4,5], waste water degradation using a gliding arc in gas-liquid two phase flow [6], and decomposition of $\mathrm{CH}_{4}$ into hydrogen [7, 8, 9]. In recent years, there is also growing interest in the conversion of $\mathrm{CO}_{2}$ into valuable compounds by means of a gliding arc, showing a higher energy efficiency than other non-thermal plasma methods [10-12].

The behavior of the gliding arc discharge is mainly determined by the interactions of the high temperature plasma column with the cold gas flow. The plasma column glides under the influence of a gas flow, and as a result of the increasing electrode distance, the voltage of the plasma column increases together with its length. When the arc voltage is large enough to cause a breakdown between two close parts of the tails of the plasma column, a backward-jump type motion of the arc is produced, which is called the back-breakdown phenomenon. The back-breakdown phenomenon, which reduces the plasma string length, results in a different velocity between arc and gas flow.

There is a growing number of papers on experimental investigations of the so-called back-breakdown phenomenon. Both re-ignitions and back-breakdown events at different gas flow rates have been
investigated experimentally in air [13]. Furthermore, in [14] the time-resolved dynamic behavior of a He and Ar gliding arc plasma was measured with a high-speed camera, and reconnections of the plasma path, i.e., back-breakdown events, were also observed. In [15] the back-breakdown phenomenon was also experimentally investigated, in which the anode and cathode spots remained fixed at the electrodes.

Although several experiments have been performed to study the back-breakdown phenomenon, so far there are no computational models to describe this behavior. A simple analytical model or the simplified Elenbaas-Heller equation have been used to study the basic discharge parameters in previous modeling papers [16-19]. In [20] a comprehensive non-quasi-neutral model of a gliding arc, considering the interactions between arc plasma column and the electrodes, was presented to study the arc root movement. These papers did not present the occurrence of the back-breakdown phenomenon, and the effects of the back-breakdown phenomenon on the plasma characteristics were also not studied. In the present paper, we study both the occurrence of the back-breakdown phenomenon, as well as its influence on the basic plasma characteristics of the gliding arc, more specifically the gas temperature and the electron density, by means of a coupled gas flow-plasma model.

In principle, a gliding arc needs to be modeled in 3D, due to its inherent 3D geometry. However, it is not very realistic to compute a complete arc cycle in a 3D model because of the large number of mesh elements and thus the prohibitively long computation time. On the other hand, some specific aspects, like the arc column size, require a 3D model, to consider the geometry closer to reality. Therefore, in this paper we apply a 3 D model for a short time of 0.2 ms , and subsequently we compare the results with the results of a 2 D model. This comparison allows to judge the validity of the 2 D approach for a realistic description of the gliding arc plasma characteristics.

In the following section, we present the model, and explain the quasi-neutrality assumption and the reduced chemistry set. These approximations are necessary in order to run a 3D model within a reasonable computation time. Subsequently, the results will be presented and discussed. We start with a comparison between the 2 D and 3 D models, to verify the validity of the 2 D model. Next, the occurrence of the back-breakdown phenomenon, and its influence on the gliding arc characteristics, as obtained with a 2D model, will be discussed in detail. Finally, the conclusions on this study will be given.

## 2. Description of the model

### 2.1 The gliding arc geometries


(a)

Figure 1. Geometries considered in the model: (a) 2D Cartesian geometry and (b) 3D Cartesian geometry.

The geometries used in the 2D and 3D models are presented in figure 1 . The cathode and anode curvature are the same in both geometries. The shortest interelectrode distance is 3.2 mm in both models, which is the same as in the experiment [21]. The 3D geometry shown in figure 1 (b) is a cross section through the middle of the anode and the cathode, i.e., the cathode and anode in reality have a width of 4 mm , but only half of it is considered here. The total width of the model geometry, including the region outside the electrodes where the gas can flow without passing through the arc, is 15 mm . In addition, in the calculations another symmetry plane is assumed between the anode and cathode in the 3D model, indicated by the thin dashed line in figure $1(\mathrm{~b})$. This allows us to model $1 / 4$ of the total domain. The latter significantly reduces the calculation time.

### 2.2 The gas discharge and gas flow equations

The model calculates the plasma density, electron and gas temperature, electric field and gas flow behavior in the gliding arc. We assume electrical neutrality in the plasma because the sheath has no significant influence on the arc column. The equations used here for the description of the gliding arc are presented below.

Assuming the drift-diffusion approximation, the species density equation is as follows:

$$
\begin{equation*}
\frac{\partial n_{s}}{\partial t}+\vec{\nabla} \cdot \vec{G}_{s}+\left(\vec{u}_{g} \cdot \vec{\nabla}\right) n_{s}=S_{c, s} \tag{1}
\end{equation*}
$$

The species flux $G_{s}$ for the ions with respect to the gas is written as follows:

$$
\begin{equation*}
\vec{G}_{s}=\frac{q_{s}}{\left|q_{s}\right|} \mu_{s} n_{s} \vec{E}_{a m b}-D_{s} \vec{\nabla} n_{s} \tag{2}
\end{equation*}
$$

The ambipolar electric field $\vec{E}_{\text {amb }}$ is derived considering two types of ions $\left(\mathrm{Ar}^{+}, \mathrm{Ar}_{2}{ }^{+}\right)$:

$$
\begin{equation*}
\vec{E}_{a m b}=\frac{\left(D_{A r^{+}}-D_{e}\right) \vec{\nabla} n_{A r^{+}}+\left(D_{A r_{2}^{+}}-D_{e}\right) \vec{\nabla} n_{A r_{2}^{+}}}{\left(\mu_{A r^{+}}+\mu_{e}\right) n_{A r^{+}}+\left(\mu_{A r_{2}^{+}}+\mu_{e}\right) n_{A r_{2}^{+}}} \tag{3}
\end{equation*}
$$

The flux $G_{s}$ for the neutral species with respect to the gas (in our case the excited atoms $\operatorname{Ar}(4 \mathrm{~s})$; see below) is as follows:

$$
\begin{equation*}
\vec{G}_{s}=-D_{s} \vec{\nabla} n_{s} \tag{4}
\end{equation*}
$$

In these equations, $n_{s}$ is the species density, $u_{g}$ is the gas velocity (see below) and $S_{c, s}$ is the collision term representing the net number of particles produced or lost in the volume reactions. $q_{s}$ is the charge of the given species type. $D_{s}$ is the diffusion coefficient and $\mu_{s}$ is the mobility of the corresponding species $s$. These diffusion coefficients and mobilities are obtained from [20]. The chemical reactions are presented in section 2.3 , and $S_{c, s}$ is derived from these chemical reactions.

The electron energy equation is solved for the average electron energy density $n_{e} \bar{\varepsilon}_{e}$ :

$$
\begin{equation*}
\frac{\partial n_{e} \bar{\varepsilon}_{e}}{\partial t}+\vec{\nabla} \cdot \vec{G}_{\varepsilon, e}+\left(\vec{u}_{g} \cdot \vec{\nabla}\right) n_{e} \bar{\varepsilon}_{e}=\sigma \vec{E}^{2}+n_{e} \Delta \bar{\varepsilon}_{e}+Q_{b g} \tag{5}
\end{equation*}
$$

Where $\bar{\varepsilon}_{e}$ is the averaged electron energy. The plasma electric conductivity is defined as:

$$
\begin{equation*}
\sigma=e\left(\mu_{\mathrm{A} r^{+}} n_{\mathrm{A} r^{+}}+\mu_{\mathrm{Ar}_{2}^{+}} n_{\mathrm{Ar}_{2}^{+}}+\mu_{e} n_{e}\right) \tag{6}
\end{equation*}
$$

The first term in the right hand side of equation 5 represents the Joule heating term, the second term is the total electron elastic and inelastic collision energy loss term, and the last term $Q_{b g}$ is the background power density, which is included in order to make the calculations more stable. This background power density yields a background electron density about four orders lower than the arc electron density, so it does not change the arc characteristics. A similar approach of using a background density was also used by others in order to avoid model complications in the context of streamer propagation [22,23]. The electron energy flux with respect to the gas is expressed as follows:

$$
\begin{equation*}
\vec{G}_{\varepsilon, e}=-D_{\varepsilon, e} \vec{\nabla}\left(n_{e} \bar{\varepsilon}_{e}\right)-\mu_{\varepsilon, e} n_{e} \bar{\varepsilon}_{e} \vec{E}_{a m b} \tag{7}
\end{equation*}
$$

The electron energy mobility is written as:

$$
\begin{equation*}
\mu_{\varepsilon, e}=\frac{5}{3} \mu_{e} \tag{8}
\end{equation*}
$$

The electron energy diffusion coefficient is [24]:

$$
\begin{equation*}
D_{\varepsilon, e}=\frac{2}{3} \mu_{\varepsilon, e} \bar{\varepsilon}_{e} \tag{9}
\end{equation*}
$$

The electric field is obtained from the current conservation equation:

$$
\begin{equation*}
\vec{\nabla} \cdot(-\sigma \vec{\nabla} \phi)=0 \tag{10}
\end{equation*}
$$

where the electric conductivity $\sigma$ is given in equation (6), and the electric field is $\vec{E}=-\vec{\nabla} \phi$. Note that this electric field is used only for the Joule heating calculation in equation (5) and it does not contribute to the transport of particles and energy.

The gas heat transfer equation is solved for the gas temperature $T_{g}$ :

$$
\begin{equation*}
\rho C_{p} \frac{\partial T_{g}}{\partial t}+\rho C_{p} \vec{u}_{g} \cdot \vec{\nabla} T_{g}-\vec{\nabla} \cdot\left(k_{g} \vec{\nabla} T_{g}\right)=Q_{g} \tag{11}
\end{equation*}
$$

where the gas density is $\rho=m_{A r}\left(n_{A r}+n_{A r(4 s)}+n_{A r^{+}}+2 n_{A r_{2}^{+}}\right)+n_{e} m_{e}$. The heat capacity $C_{p}$ at constant pressure and the thermal conductivity $k_{g}$ are taken in the form of look-up tables as a function of gas temperature [25]. $Q_{g}$ is a heat source accounting for energy transfer from the electrons to the heavy particles due to elastic and inelastic collisions. In summary, the system of equations solved for the description of the plasma consists of equations (1), (5), (10) and (11).

The gas flow behavior is described by Navier-Stokes equations, which are solved for a Newtonian fluid :

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+\vec{\nabla} \cdot\left(\rho \vec{u}_{g}\right)=0  \tag{12}\\
\rho \frac{\partial \vec{u}_{g}}{\partial t}+\rho\left(\vec{u}_{g} \cdot \vec{\nabla}\right) \vec{u}_{g}=\vec{\nabla} \cdot\left(-p_{g} \hat{I}+\mu_{g}\left(\vec{\nabla} \vec{u}_{g}+\left(\vec{\nabla} \vec{u}_{g}\right)^{T}\right)-\frac{2}{3} \mu_{g}\left(\vec{\nabla} \cdot \vec{u}_{g}\right) \hat{I}\right) \tag{13}
\end{gather*}
$$

where $p_{g}$ is the pressure, taken as the sum of the partial pressures of all species, $\mu_{g}$ is the gas viscosity. $\hat{I}$ is the identity matrix and the superscript ' T ' stands for the tensor transpose operation. The inertial term at the left hand side in equation (13) is not included in the 2D model, i.e. in the regime of Stokes flow. In our case, the Navier-Stokes equations are first solved separately in order to provide solutions for a fully developed gas flow, which is subsequently used as initial condition of the system of equations solved in time, which include both the gas and the plasma description.

### 2.3 Chemical reactions and boundary conditions

In order to save computation time, especially for the 3D model, we reduced the number of argon species and chemical reactions from our full argon reaction set described in [20]. Only five important species (instead of seven), i.e., $\operatorname{Ar}, \operatorname{Ar}(4 \mathrm{~s}), \mathrm{Ar}^{+}, \mathrm{Ar}_{2}{ }^{+}$and $e$, are considered in this paper, and their chemical reactions are the same as the corresponding reactions for these five species in [20]. In order to make sure that the two sets of chemical reactions produce almost the same discharge characteristics, two effective chemical reactions are added in the present model, to replace the contributions of $\operatorname{Ar}(4 \mathrm{p})$ and $\mathrm{Ar}_{2}{ }^{*}$. These two effective chemical reactions are as follows:

$$
\begin{gather*}
e+A r \Rightarrow e+e+A r^{+}, \quad k=2 \times 10^{-33} \exp \left(10.2 T_{e}\right) \quad\left[\mathrm{m}^{3} / \mathrm{s}\right]  \tag{14}\\
e+A r+A r \Rightarrow e+e+A r_{2}^{+}, \quad k=1 \times 10^{-55} \exp \left(6.9 T_{e}\right) \quad\left[\mathrm{m}^{6} / \mathrm{s}\right] \tag{15}
\end{gather*}
$$

Eq. (14) is used to replace the stepwise ionization process due to $\operatorname{Ar}(4 \mathrm{p})$, while equation (15) replaces the process $e+A r_{2}^{*} \Rightarrow e+e+A r_{2}^{+}$, which is considered as the main contributor to the ionization due to $\mathrm{Ar}_{2}{ }^{*}$. The two reaction rate coefficients are obtained by fitting the corresponding rates to the main chemical reaction rates of $\operatorname{Ar}(4 \mathrm{p})$ and $\mathrm{Ar}_{2}{ }^{*}$ in [20]. We assume that the two rate coefficients are only a function of temperature. This approximation works well in our conditions, but it is not necessarily applicable to other discharge conditions. This reduced reaction set keeps the important species and chemical reactions, and it can produce almost the same plasma characteristics as in [20] at a reduced calculation time, so it is also suitable for the 3D model. The specific chemical reactions and corresponding reaction rate coefficients adopted in the present model are given in table 1 . The rate coefficients for the electron reactions and the electron mobility are calculated with a Bolzmann solver "BOLSIG+" [24].

The boundary conditions to solve the above equations are defined as follows. For the species density and electron energy equations, zero species flux and zero electron energy flux are set at walls, and zero gradient of the species density and the electron energy density are set at the inlet and the outlet. The thermal insulation boundary condition is used on the electrode walls; the temperature is fixed at 293.15 K at the inlet, while a zero temperature gradient is assumed at the outlet. For the gas flow description, the normal inflow velocity is defined at the inlet, and the pressure is set to 101 kPa at the outlet. The gas flow follows no slip boundary condition on the electrode walls. The anode electric potential is connected to ground. The cathode potential is derived from Ohm's law based on the total cathode current and external circuit. The specific expressions of these boundary conditions for the 2D
model are given in table 2 . The boundary conditions for the 3 D model are the same as those in the 2D model except for the inlet velocity condition. A Gaussian profile of the inlet velocity with velocity magnitude $25 \mathrm{~m} / \mathrm{s}$ and standard deviation distance 1.5 mm is used in the 3D model. So the expression is as follows:

$$
\begin{equation*}
u_{g}=25 \exp \left(-\left(\frac{x^{2}}{2\left(1.5 \times 10^{-3}\right)^{2}}\right)-\left(\frac{z^{2}}{2\left(1.5 \times 10^{-3}\right)^{2}}\right)\right) \quad[\mathrm{m} / \mathrm{s}] \tag{16}
\end{equation*}
$$

Table 1. Chemical reactions used in the model and corresponding reaction rate coefficients

| Reaction | Rate coefficient |
| :---: | :---: |
| $\mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{e}+\mathrm{Ar}$ | $\mathrm{BS}^{\text {a }}$ |
| $\mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{e}+\mathrm{Ar}(4 \mathrm{~s})$ | BS |
| $\mathrm{e}+\mathrm{Ar} \rightarrow 2 \mathrm{e}+\mathrm{Ar}^{+}$ | BS |
| $\mathrm{e}+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow 2 \mathrm{e}+\mathrm{Ar}^{+}$ | BS |
| $\mathrm{e}+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{e}+\mathrm{Ar}$ | BS, $\mathrm{DB}^{\text {b }}$ |
| $2 \mathrm{e}+\mathrm{Ar}^{+} \rightarrow \mathrm{e}+\mathrm{Ar}$ | $k\left(m^{6} / \mathrm{s}\right)=8.75 \times 10^{-39} T_{e}^{-2.25}(\mathrm{eV})$ |
| $\mathrm{e}+\mathrm{Ar}+\mathrm{Ar}^{+} \rightarrow \mathrm{Ar}+\mathrm{Ar}$ | $k\left(m^{6} / s\right)=1.5 \times 10^{-40}\left(T_{g}(K) / 300\right)^{-2.5}$ |
| $\mathrm{e}+\mathrm{Ar}_{2}{ }^{+} \rightarrow \mathrm{Ar}+\mathrm{Ar}^{+}+\mathrm{e}$ | $k\left(m^{3} / s\right)=1.11 \times 10^{-12} \exp (-(2.94-3(T g(e V)-0.026)) / T e(e V))$ |
| $\mathrm{e}+\mathrm{Ar}_{2}{ }^{+} \rightarrow \mathrm{Ar}(4 \mathrm{~s})+\mathrm{Ar}$ | $k\left(m^{3} / s\right)=1.04 \times 10^{-12}\left(\frac{300}{T e(K)}\right)^{0.67} \frac{1-\exp (-418 / \operatorname{Tg}(K))}{1-0.31 \exp (-418 / \operatorname{Tg}(K))}$ |
| $\operatorname{Ar}(4 \mathrm{~s})+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{e}+\mathrm{Ar}_{2}{ }^{+}$ | $k\left(m^{3} / s\right)=3.15 \times 10^{-16}(T g(K) / 300)^{-0.5}$ |
| $\operatorname{Ar}(4 \mathrm{~s})+\mathrm{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{e}+\mathrm{Ar}^{+}+\mathrm{Ar}$ | $k\left(m^{3} / s\right)=1.62 \times 10^{-16}(T g(K))^{0.5}$ |
| $2 \mathrm{Ar}+\mathrm{Ar}^{+} \rightarrow \mathrm{Ar}_{2}^{+}+\mathrm{Ar}$ | $k\left(m^{6} / s\right)=2.5 \times 10^{-43}\left(\frac{T g(K)}{300}\right)^{-1.5}$ |
| $\mathrm{Ar}_{2}{ }^{+} \mathrm{Ar} \rightarrow 2 \mathrm{Ar}+\mathrm{Ar}^{+}$ | $k\left(m^{3} / s\right)=\frac{6.06 \times 10^{-12}}{T g(K)} \exp \left(-\frac{1.51 \times 10^{4}}{\operatorname{Tg}(K)}\right)$ |
| $\operatorname{Ar}(4 \mathrm{~s}) \rightarrow \mathrm{h} \nu+\mathrm{Ar}$ | $v_{c}\left(s^{-1}\right)=g_{\text {eff }}^{c} \times 3.145 \times 10^{8}$ |
| $\mathrm{e}+\mathrm{Ar} \rightarrow \mathrm{e}+\mathrm{e}+\mathrm{Ar}^{+}$ | $k\left(m^{3} / \mathrm{s}\right)=2 \times 10^{-33} \exp (10.2 \mathrm{Te}(\mathrm{eV}))$ |
| $\mathrm{e}+\mathrm{Ar}+\mathrm{Ar} \rightarrow \mathrm{e}+\mathrm{e}+\mathrm{Ar}_{2}{ }^{+}$ | $k\left(m^{6} / s\right)=1 \times 10^{-55} \exp (6.9 \mathrm{Te}(\mathrm{eV}))$ |

a. Boltzmann solver
b. Detailed balance
c. $\quad g_{e f f}=(1.15 / \pi)\left(\lambda_{4 s} /(6 H)\right)$, where $\lambda_{4 s}=105.7 \mathrm{~nm}$ and $H=1 \mathrm{~mm}$ in our case.

Table 2. Boundary conditions used in the 2D model; see the text for the equation numbers. $V_{c}$ is the cathode potential with respect to the grounded anode.

| Equations | $(1)$ | $(5)$ | $(10)$ | $(11)$ | $(13)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| inlet | $\vec{n} \cdot \vec{\nabla} n_{s}=0$ | $\vec{n} \cdot \vec{\nabla} n_{e} \bar{\varepsilon}_{e}=0$ | $\vec{n} \cdot \vec{\nabla} \phi=0$ | $T_{g}=293.15 \mathrm{~K}$ | $\vec{n} \cdot \vec{u}_{g}=5 \mathrm{~ms}^{-1}$ |
| outlet | $\vec{n} \cdot \vec{\nabla} n_{s}=0$ | $\vec{n} \cdot \vec{\nabla} n_{e} \bar{\varepsilon}_{e}=0$ | $\vec{n} \cdot \vec{\nabla} \phi=0$ | $\vec{n} \cdot \vec{\nabla} T_{g}=0$ | $p=101 \mathrm{kPa}$ |
| cathode | $\vec{n} \cdot \vec{G}_{s}=0$ | $\vec{n} \cdot \overrightarrow{G_{\varepsilon, e}}=0$ | $\phi=V_{c}$ | $\vec{n} \cdot \vec{\nabla} T_{g}=0$ | $u_{g}=0$ |
| anode | $\vec{n} \cdot \vec{G}_{s}=0$ | $\vec{n} \cdot \vec{G}_{\varepsilon, e}=0$ | $\phi=0$ | $\vec{n} \cdot \vec{\nabla} T_{g}=0$ | $u_{g}=0$ |

## 3. Results and discussions

### 3.1 Comparison between 2D and 3D models

As mentioned above, the gliding arc discharge geometry makes the model description inherently a 3D problem, more specifically for the description of the arc diameter. In literature, the number of real 3D plasma models is very limited, and most 3D models are based on local thermodynamic equilibrium [26-30] or on the two-temperature thermal non-equilibrium and chemical equilibrium assumption [31]. In our paper the 3 D model is calculated without these simplifications, but at the expense of the computational cost. The aim of this section is to compare the performance of the 2 D and 3 D models and to determine the validity of the 2 D approach.

Two assumptions are used in the comparison between the 2 D and 3 D models. The first one is that the gas velocity at the shortest interelectrode distance is the same in both models. In the 2D model, Stokes flow is used in order to avoid instabilities caused by the dimensionality, while in the 3D model, laminar flow is adopted. The validity of this laminar flow assumption can be assessed by the Reynolds number. In case of a gas temperature of 300 K , the $\operatorname{argon}$ density $(\rho)$ is $1.78 \mathrm{~kg} \mathrm{~m}^{-3}$, the gas velocity $\left(u_{g}\right)$ at the shortest interelectrode distance in the 3 D model $(d=3.2 \mathrm{~mm})$ is $22 \mathrm{~m} / \mathrm{s}$, and the argon viscosity $\left(\mu_{g}\right)$ is $3.67 \times 10^{-5} \mathrm{~kg} \mathrm{~m}^{-1} \mathrm{~s}^{-1}$, so the resulting Reynolds number $\left(\operatorname{Re}=\rho u_{g} d / \mu_{g}\right)$ is about 3400. However, taking into account the increase of gas temperature, the gas density will decrease, while the viscosity will increase, so the Reynolds number will decrease. For example, in case of a gas temperature of 1000 K , the gas density is $0.52 \mathrm{~kg} \mathrm{~m}^{-3}$, the gas viscosity is $6.9 \times 10^{-5} \mathrm{~kg} \mathrm{~m}^{-1} \mathrm{~s}^{-1}$, so the Reynolds number is about 600. Taking into account that in a pipe flow [32], a laminar flow corresponds to $\operatorname{Re}<2300,2300<\operatorname{Re}<4000$ stands for a transition flow, and $\operatorname{Re}>4000$ represents a turbulent flow, we can conclude that our assumption of a laminar flow as used in the 3D model is reasonable.

The second assumption is that the electrical current is the same, in order to compare the 2D and 3D results at the same calculation conditions. In the 2 D model, the simulated geometry is considered to be infinite in the direction perpendicular to the simulation plane, i.e., the arc is not a "wire" but a "slab", so the current in the 2 D model is obtained by assuming that the current density in the " $z$ " direction has the same distribution as along the " $y$ " axis, i.e., as if it is a cylindrical "wire". Thus the current in the 2 D model is obtained by line integration of the current density over the arc region on the $y$ axis $(x=0$, $\left.I=\int \sigma E 2 \pi r d r\right)$. In 3D model, however, the arc shape is self-consistently obtained to be very close to a cylindrical wire, and the actual arc diameter can be automatically calculated. So the total arc current in the 3D model is obtained by surface integration of the current density over a cross section in the $y z$ plane.

With these two assumptions, the calculation conditions are defined as follows. In the 3D model, the gas flow rate is $10 \mathrm{l} / \mathrm{min}$ with inlet velocity profile given by equation (16), the voltage source is 3700 V , and the resistance is $120 \mathrm{k} \Omega$. In the 2 D model, the gas flow rate cannot be specified, because no inlet area can be specified in 2 D , but the normal inflow velocity is set to $5 \mathrm{~m} / \mathrm{s}$, in order to obtain the same gas velocity distribution at the shortest interelectrode distance as in the 3D model (cf. above). The voltage source is also 3700 V , but the resistance is set to $66 \Omega \mathrm{~m}^{-1}$ in order to obtain the same current as in the 3D model. Special attention is also paid to the mesh element size, which is the same for both models. The maximum element size is $100 \mu \mathrm{~m}$ in the area where the arc body passes. Using this mesh element size, the 3D model has in total 680000 mesh elements and takes about three days to calculate over a time of 0.2 ms . Moreover, in the 3D model, these small mesh elements are only applied in the arc area, and not in the whole domain. Therefore, the large computational cost of the 3D simulations makes it impractical to study the long-term behavior of the gliding arc. For this reason, we
want to compare the results between the 2 D and 3 D models within this limited time-scale of 0.2 ms . If there are no significant differences, we may conclude that the 2 D model is capable of providing useful qualitative and quantitative information on the discharge behavior.

The gas temperature profiles in the symmetry plane $(x y ; z=0)$, calculated with the 2 D and 3 D models, are presented in figure 2 , at the same time of 0.2 ms . It can be seen that the absolute value of the gas temperature in the 2 D and 3 D models is almost the same. The maximum gas temperature at the symmetry axis (the position marked with an arrow in figure 2) is about 1163 K in the 3 D model, while it is about 1151 K in the 2 D model.

The comparison of the electron density between the 2 D and 3 D models is presented in figure 3 , again in the symmetry plane $(x y ; z=0)$ and at the time of 0.2 ms . The difference in electron densities at the arrow marked position is about $30 \%$, which is somewhat larger than the difference between the gas temperatures. Indeed, the electron density in the 3 D model (with maximum value of $3.6 \times 10^{20} \mathrm{~m}^{-3}$ at the arrow marked position) is slightly higher than in the 2 D model (i.e., $2.4 \times 10^{20} \mathrm{~m}^{-3}$ ). Also the shape and the electron density values before and after the arc are slightly different.


Figure 2. Calculated gas temperature distributions in the symmetry plane $(x y ; z=0)$, at a time of 0.2 ms , as obtained with the 3D model (a) and 2D model (b).

(a)
(b)

Figure 3. Calculated electron density distributions in the symmetry plane $(x y ; z=0)$, at a time of 0.2 ms , as obtained with the 3D model (a) and 2D model (b).

In general we can conclude that, although the arc shape in the 2D model (i.e., a "slab" instead of a "wire") is inherently different from the real arc shape, as represented in the 3D model, a good agreement between the 2D and 3D models can be reached by adjusting these two models to have the same calculation conditions. Besides the gas temperature and electron density, other plasma characteristics have also been compared, such as the ion densities and the electron temperature. The difference in the electron density is non-negligible, but it is still within the acceptable range. The difference between the ion densities was the same as for the electron density. The slight difference in electron density is caused by the production rate due to chemical reactions, which is slightly larger in the 3D model. The resulting difference in the gas temperature is very small, because the gas temperature is subjected to the same cooling due to the arc extension, as well as the same heating due to elastic collisions between electrons and heavy particles. Although the maximum electron density in the arc core is slightly different, the total electron density integrated over the plasma column is almost the same. This is probably because of the stronger contraction in the 3D model due to additional conductive cooling in the ' $z$ ' direction, which is missing in the 2D model and which causes a stronger inhomogeneity in the 3D model. The difference in electron temperature is similar to the difference in gas temperature, i.e., the maximum electron temperature at the arrow marked position in figure 2 is 2.56 eV for the 3 D model and 2.50 eV for the 2D model. So we can conclude that the 2 D approach is reasonable and useful to investigate the gliding arc behavior, within an acceptable calculation time. This will be illustrated in the next sections.

### 3.2 Occurrence of the back-breakdown phenomenon

As mentioned in the Introduction, some experiments [13, 15] report on the so-called back-breakdown phenomenon as a breakdown between both tails of the arc, which can occur as a result of the arc bending due to the gas flow, providing a shorter path to the arc current compared to the previous current path. This breakdown appears upstream (i.e., close to the arc-electrode contacts) and thus it can be considered as a backward jump-like motion of part of the arc. This back-breakdown phenomenon is responsible for the different velocity between arc and gas flow, and this velocity difference between cold gas and arc can make sure that more gas can pass through the arc when travelling through the reactor, and can thus be treated (e.g., converted) in a real gliding arc reactor. However, the backbreakdown event is mostly stochastic by nature and it is not well defined. If we want to describe it directly in our model, we need to consider the arc-gas instabilities, and produce a similar irregular plasma string as in experiments. However, a fluid plasma model cannot describe such behavior, and Monte Carlo models should be employed to study this in detail.

To circumvent this problem, and to be able to produce the back-breakdown phenomenon in our fluid model, an artificial plasma channel, i.e. an artificial heating term, which is space and time dependent, is added to equation (5) above. The artificial plasma channel can be triggered on a regular or irregular basis with respect to the arc path or time, i.e., every certain distance or period, a back-breakdown can be initiated. Both algorithms (i.e., distance or time) are similar. We employ the following algorithm for a distance controlled back-breakdown:

1. We define the distance between consecutive back-breakdown events;
2. The "trajectory" of the arc is obtained according to the gas velocity distribution, so we can define a time dependent function which is the sum of several Gaussian functions, each one being displaced in time and centered at the time of the back-breakdown events.
3. We find the positions of maximum electron density at the electrodes $((x 1, y 1)$ and $(-x 1, y 1))$ and at the symmetry axis $(x=0, y 2)$. These numbers approximately determine the current position of the arc.
4. We use these numbers $(x 1, y 1, y 2)$ to define the position of the back-breakdown event, i.e. to define the spatial function of the back-breakdown addition to the heating term. More specifically, the $y$
position of the back-breakdown event is defined as $y_{\mathrm{bb}}=y 1+(y 2-y 1)^{*} r_{\mathrm{y}}$, assuming $r_{\mathrm{y}}=0.4$. The $x$ position of the back-breakdown event is $x_{\mathrm{bb}}=r_{\mathrm{x}} *\left(y_{\mathrm{bb}}-y 2\right) * x 1 /(y 1-y 2)$, assuming $r_{\mathrm{x}}=0.7$. The formulas are deduced from the shape of the region surrounded by the arc, which is considered as a triangle. The quantities $r_{\mathrm{x}}$ and $r_{\mathrm{y}}$ are external setting parameters. The value of $r_{\mathrm{y}}$ is chosen in order to provide a reduction of the arc in y direction. The $r_{\mathrm{x}}$ is chosen in a way that the artificial channel connects exactly both tails of the arc for the given $r_{\mathrm{y}}$. Note that in reality $r_{\mathrm{x}}$ and $r_{\mathrm{y}}$ could be different for the different back-breakdown events.
5. After obtaining the time and space distribution functions of the heating term, this heating term for producing the back-breakdown is added to equation (5). The minimum heat source used for producing the back-breakdown is $10^{10} \mathrm{~W} / \mathrm{m}^{3}$, and thus the expression with only one time function term is as follows:

$$
\begin{equation*}
10^{10} \exp \left(-\frac{\left(y_{b b}-y\right)^{2}}{2\left(1.5 \times 10^{-4}\right)^{2}}\right) \times \exp \left(-\frac{(x)^{4}}{2\left(x_{b b}\right)^{4}}\right) \times \exp \left(-\frac{\left(t-3 \times 10^{-4}\right)^{2}}{2\left(6 \times 10^{-6}\right)^{2}}\right) \quad\left[\mathrm{W} / \mathrm{m}^{3}\right] \tag{17}
\end{equation*}
$$

In case of a time-controlled back-breakdown, the time can be directly determined instead of steps $1+$ 2. From step 3, the algorithms are the same for both distance and time controlled back-breakdown.

Figure 4 presents the time-evolution of the electron density distribution, illustrating a single backbreakdown process, at an arc current of $30.8 \mathrm{~A} / \mathrm{m}$, a voltage source $V=3700 \mathrm{~V}$, with $R=120 \Omega / \mathrm{m}$. The figure shows that an artificial, high electron density area in the order of $10^{19}-10^{20} \mathrm{~m}^{-3}$ (i.e., about half the maximum electron density in the arc) is added just below the arc (indicated by an arrow at time 0.29 ms in figure 4). Because this new channel provides a shorter electric current path and a lower resistance, the new arc is established here (figure $4, t=0.34 \mathrm{~ms}$ ) and thus the back-breakdown occurs.

Figure 5 presents the periodic occurrence of several back-breakdown events, occurring each time after a travelled distance of about 3 mm . Initiating the back-breakdown events based on a regular distance instead of based on time is probably more favorable, because physically, the arc length and thus the arc voltage drop is connected with the arc movement along the curved electrodes. Note that a higher arc voltage drop increases the probability of back-breakdown events, although as noted before, the gas-arc instabilities can also facilitate the back-breakdown appearance.

The arc voltage variation as a function of time during these successive back-breakdown events is plotted in figure 6 . The evolution of the arc voltage during the initial ignition process is also shown, and is plotted as an inset in figure 6 in order to clearly see the trend. After the peak voltage reaches 300 V , it is followed by an immediate sharp drop to 200 V during a very short time of 0.01 ms . This is because at the beginning, the gas electrical conductivity is very low, so when adding the artificial heating term to initiate the discharge, the gas resistance decreases in a short time, thus leading to a sharp voltage drop. Then the voltage drops further to 100 V in about 0.1 ms , because a stable plasma channel is formed, i.e., the discharge is ignited at the shortest interelectrode distance. Subsequently, the voltage slightly rises again under the influence of the gas flow, but at about $0.3 \mathrm{~ms}, 0.6 \mathrm{~ms}$ and 1 ms , marked with circles, sharp drops in the voltage are observed, which are correlated to the occurrence of the back-breakdown events illustrated in figure 5. Indeed, the sharp voltage drop during the back-breakdown process is due to the increase of the electron temperature and the creation of an artificial plasma channel when triggering the added artificial heating source, and the corresponding increase of electric conductivity. The reason is that during the back-breakdown process, two channels exist in parallel for a short time and this significantly reduces the total arc resistance, which indeed causes a sharp voltage drop. This drop is followed each time by a sharp increase of the voltage, due to the drop in electron temperature and the added plasma channel when the artificial heating source stops,
and also the decay of the older channel. Finally, when a shorter current path is built after the backbreakdown event, the voltage first slightly decreases, and then begins to increase again under the influence of the gas flow. Therefore, the arc voltage fluctuations take place together with the backbreakdown phenomena. This is similar to the voltage waveform in several experiments. Indeed, the experiments also exhibit sharp arc voltage fluctuations when some back-breakdown events are occurring [13, 15, 33].

Although we use an artificial heating term to produce the back-breakdown events in our model, the same backward-jump motion of the arc as in experiments can be produced, and the fluctuations of the arc voltage are also similar to the experimental voltage waveforms when back-breakdown events occur. Therefore, we can use our model to investigate the effect of the back-breakdown events on the gliding arc characteristics, as will be explained in the next section.


Figure 4. Time-evolution of the electron density distribution, illustrating a single back-breakdown event, at an arc current of $30.8 \mathrm{~A} / \mathrm{m}$, a voltage source $V=3700 \mathrm{~V}$, with $R=120 \Omega / \mathrm{m}$.


Figure 5. Time-evolution of the electron density distribution, illustrating consecutive back-breakdown events, at an arc current of $30.8 \mathrm{~A} / \mathrm{m}$, a voltage source $V=3700 \mathrm{~V}$, with $R=120 \Omega / \mathrm{m}$.


Figure 6. Time evolution of the arc voltage during three consecutive back-breakdown events, for the same calculation conditions as in figure 5 .

### 3.3 Influence of the back-breakdown phenomenon on the gliding arc characteristics

It is known that the arc velocity will show a delay with respect to the gas flow velocity after occurrence of a back-breakdown event. However, the question arises whether, in addition to this effect, the back-breakdown events also affect the plasma properties in another way. From figures 4 and 5, the answer seems no, because the absolute value of the electron density does not obviously change after the back-breakdown event, only the position of the electron density changes. However, from the timeevolution of the gas temperature, plotted in figure 7(a), we can clearly see the influence of the backbreakdown event on the gas temperature. In order to better clarify this effect, the time-evolution of the gas temperature without back-breakdown is also plotted in figure 7(b). From these two figures, we can see that the gas temperature in both cases is the same before the back-breakdown occurs (time 0.3 ms ), but after the back-breakdown event, the gas temperature in figure 7(a) is obviously lower than in figure 7(b), especially at the center between both electrodes, i.e., the symmetry axis $(x=0)$. In figure 7 (a), the gas temperature at this position is about 700 K and 890 K at time 0.4 ms and 0.5 ms , respectively, while in figure 7 (b), the gas temperature at the same position, and again at time 0.4 ms and 0.5 ms , is about 900 K and 1000 K , respectively. So we can conclude that the back-breakdown event is an efficient mechanism for gas cooling, because the heat is spread over a larger domain and not only within the initial arc channel. This is basically a pulsed-like operation of the discharge and every new back-breakdown forces the arc to move to the cold gas region. Thus the gas is subject to heating for only a short time, due to the back-breakdown event. In this way, an old, somewhat cooler plasma column appears above the newly formed thermal plasma column, as illustrated in figure 7(a), while there is always only one hot plasma column in figure 7 (b). Furthermore, figure 7(a) also clearly indicates the delay in arc velocity compared to the case without back-breakdown event (i.e., figure 7(b)).

Figure 8 illustrates the effect of two different back-breakdown frequencies on the gas temperature profile along the $y$-axis at the symmetry axis $(x=0)$. The position of $y=0$ is set at the shortest interelectrode distance, and the data points are obtained within a time frame of 1 ms , at a frequency of 0.1 ms , starting from 0.1 ms , so there are 10 data points in total for each case. When there is no backbreakdown, the gas temperature keeps rising with the y position (black curve). When a backbreakdown is induced with a time interval of 0.3 ms (red curve), the first back-breakdown starts at 0.3
ms , followed by another one at 0.6 ms and a last one at 0.9 ms (hence three back-breakdown events in total within the time range of 1 ms ). Thus at the beginning, the gas temperature is the same as in the case without back-breakdown, but then it drops three times, corresponding to the three backbreakdown events. When a back-breakdown is induced every 0.1 ms (blue curve), we also let the first back-breakdown event occur at 0.3 ms , but in total it occurs seven times within the time range of 1 ms . In this case, the gas temperature is clearly lower and only fluctuates within a very small range. This is because the gas does not have enough time to be heated due to the frequent back-breakdown events. Therefore, the back-breakdown phenomenon obviously reduces the gas temperature, and the more frequently the back-breakdown events occur, the larger will be the drop in gas temperature.

Finally, besides the drop in gas temperature and the delay in arc velocity with respect to the gas velocity, we expect that the back-breakdown event will also lead to more efficient gas treatment in a gliding arc discharge, because it can produce a so-called sweeping effect of the gas to be treated. Indeed, the sweeping effect is due to the different velocities between arc and cold gas, i.e., a portion of the gas enters the arc column region, and after being treated (e.g., converted to another component) within the arc, it leaves the arc region due to its larger velocity. Subsequently, a new portion of cold gas enters the arc body and is also treated, and this process repeats itself. In this way, a larger fraction of the gas can be treated (or converted) in a gliding arc discharge.


Figure 7. Time evolution of the gas temperature at an arc current of $30.8 \mathrm{~A} / \mathrm{m}$, a voltage source $V=3700 \mathrm{~V}$, with $R=120 \Omega / \mathrm{m}$, for two different cases, i.e., with back-breakdown (a) and without backbreakdown (b).


Figure 8. Influence of the back-breakdown frequency on the gas temperature profile along the $y$-axis, for the same calculation conditions as in figure 7. Position $y=0$ corresponds to the shortest interelectrode distance.

## 4. Conclusions

In this paper, we present a fully coupled gas flow-plasma quasi-neutral model for a low current argon gliding arc plasma, both in 2D and 3D. This model allows for a detailed self-consistent description of the interactions between gas flow, heat transfer and plasma reaction kinetics. The interaction of the cold gas flow with the high temperature plasma column is indeed important for studying the gliding arc characteristics. In the present model, a laminar flow model is employed due to the small gas velocity. However, our next step is to couple a complex turbulent flow with the plasma discharge model, considering the turbulence dissipation heat loss, so that the model will also be valid for larger gas velocities.

In principle, a 3D model would be required to describe the gliding arc behavior in a realistic way, in view of the intrinsic 3D nature of the gliding arc. However, a 3D model is very time consuming, and could therefore only be calculated for a short time, to keep the calculation time reasonable. In order to check the validity of a 2D model for describing the gliding arc characteristics, the results of the 3D model are compared with 2D model results under the same calculation conditions. The difference in plasma characteristics is small, especially for the gas and electron temperature, justifying the use of a 2D model to investigate the gliding arc behavior within a reasonable calculation time.

The 2D model is then used to investigate the back-breakdown phenomenon, by applying an artificially controlled plasma channel. The same backward jump-like motion of the arc as in experiments could be produced, and the calculated arc voltage fluctuations are also similar to the experimental waveforms when back-breakdown events are occurring. The back-breakdown events cause a delay in the arc velocity compared to the gas flow velocity. Moreover, they have a great influence on the gas temperature, leading to a significant drop in the gas temperature, because the heat is now spread over a larger domain and not only within the initial arc channel. Finally, when the gliding arc is used for gas treatment (e.g., gas conversion), the back-breakdown event can also produce a so-called sweeping effect of the gas to be treated, due to the different velocity between arc and gas flow, and thus increase the efficiency of the gliding arc reactor for gas treatment applications.
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